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ABSTRACT

It is desired to estimate the total Y for a finite population
(of size N) with unknown values. A population with corresponding
known values is available. Also, a simple random sample of size n
is taken from the unknown population. Let y be the mean of the
sample while x is the meah of the n values from the known population

that correspond to these sample values., The ratio estimate of Y is

generalized to the form NXy/[Ax + (1-A)X], where X is the mean of the

known population., Use of A = A0 suitably chosen, yields an estimate
that approximately (tefms of order n"2 in n neglected) is unbiased

and has as small a variance as is attainable for a linear regression
estimate. When A0 is unknown in advance, it can be estimated (denoted
by A;). Use of A; and a mild modification yields an estimate with the
favorable properties occurring for Ao' An estimate is developed

5/2neglected) for the standard deviation of the

(terms of order n~
estimate using AB. Also, an estimate is obtained (terms of order n_
neglected) for the standard deviation of this estimate for the
.standard deviation., Finally, some comparisons are made with the linear

regression estimate,

* Based on some work done for Mobil Research and Development Corporation.

Associated with ONR Contract NO0014-68~A-0515.




INTRODUCTION

The ratio estimate is well established and has a good intuitive
basis. However, its variance is (approximately) greater than or equal
to that for a suitable linear regression estimate and can be much
greater (for example, see Cochran, 1963). It would seem worthwhile
to develop an estimate which has a ratio form similar to that of the
ratio estimate and variance properties that are not inferior to those
attainable with a linear regression estimate, This can be accomplished

by a suitable modification of the denominator.

The total Y of a finite population of size N is to be estimated.
This is done on the basis of a simple random sample (without replacement)
of size n and complete knowledge about a population of N values
that correspond to the values of the population with unknown total Y.
That is, to each value Yi of the unknown population there corresponds
a known value Xi from the other population (i =1, . . . , N). Let
y be the arithmetic average of the sample values while X is the arithmetic
average of the X4 that correspond to the values of this sample. Then,

the ratio estimate is determined by the intuitively plausible relations

Y/X = Y/NX = Ny/Nx = y/x,

so that this estimate of Y equals NXy/x, where X is the total and X

is the mean of the population of the Xy
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The same kind of plausible relations hold if x is replaced by

a quantity of the form Ax + (1-A)X, and this is the basis for use of

NXy/[Ax + (1-A)X].
as the form of the generalized ratio estimate.
Suitable choice of A yields an estimate with a standard deviation
that (approximately) is as small as that attainable for the linear

regression estimate. Specifically, the choice is

1

Ay = Py (S,/DS, /R,

where Y is the (unknown) mean of the population of the Yi'S§ is the
(unknown) variance of the Yi' pxy is the (unknown) correlation between
the two populations, and Si is the (known) variance of the Xi. The
resulting estimate is unbiased when terms of order N/n2 are neglected

and its standard deviation equals
1/2 2,1/2
N(N- -
[N(N-n)/n] Sy(l pxy)

plus terms of order Ng/n2.

Ordinarily, the value for Ao is not known in advance with sufficient
accuracy. However, it can be estimated (denoted by Aé) and, with a
slight modification, an estimate is obtained that has the same bias and
variance properties that were stated for the case of AO known, The
modification consists in multiplying y by a quantity that should not

differ much from unity.



e R

o is estimated .

5/2 are

The standard deviation of the estimate using A
by a statistic that is unbiased when terms of order N/n
neglected. The standard deviation of this statistic is estimated
by another statistic that is unbiased when terms of order N/n2
are neglected.

These results should ordinarily be usable even when n is not
very large (say, n = 20). That is, the terms neglected should be
acceptably small in many cases where n is of only moderate size.
This is an advantage of developing estimates whose expectations

1 ana n-3/2 in n.

include the terms that are of order n
Sometimes a conservative estimate for the standard deviation
of the ratio estimate using Aa is desired. This can be obtained,
say, by adding twice the estimate of its own standard deviation to
the (approximately) unbiased estimate of the standard deviation for

the ratio estimate,

The ratio estimate using Aé can be simplified by not modifying

}. However, its expectation then equals Y plus terms of order

N/n, so that much larger n is needed to justify usability. The
standard deviation is the same as when y is modified if terms of
order N/n3/2 are neglected.

Generalized ratio estimates are, of course, also applicable

for stratified random sampling situations. That is, a generalized

ratio estimate is obtained for each stratum and a weighted average
of these estimates is obtained. Here, the weight used for a stratum
might be the sample size for this stratum divided by the total sample

size (proportional allocation method).
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The fact that the generalized ratio estimate (using Ao or Aé)
has properties similar to those attainable with a linear regression
estimate indicates that these two kinds of estimates may be strongly
related. Examination shows that this is the case.

The next section contains a complete statement of the notation.
This is followed by a statement of the ratio estimates using Aé
and the two estimates of standard deviations. Some properties of
these estimates are also considered. The next to last section is
devoted to a comparison of the generalized ratio estimate with the
linear regression estimate. The final section contains an outline

of the derivations for the stated material (including the case of

A, known).
NOTATION
N = population size
Y. = value of i-th element in population whose total

is to be estimated (i =1, . . . , N)
X. = known value that corresponds to Yi‘ That is, (Xi'Yi)

are considered as a pair (i =1, . . ., , N)

Y = 13Y Y= NY
i=1
N
v 1
X = =23 X.
N j=1 1
n ——
s,2 = 3 (4 -D¥N-D
i=1
N
2 _ 2
Sx = 3 (Xi—X) /(N - 1)
i=1
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, = x - X)(Y. - Y)/(N-1)S_S
1 Py 1§1 ( ) i )/( ) Xy
n = size of sample randomly drawn from the Yi (without replacement)
so that each set of n different Yi has the same probability of
occurring
¥; = j-th of the n sample values (j =1, . . . , n)
X; = value of X, paired with the value obtained for y
— n - n
= 1 = 1
y = I & Xx= 1_3 x.
Nj=1d Nj=114
n
sy2 = Z(y. - ?)2/(n - 1)
j=1
n — ——
= X, - . - -
Cry jfl( ] X)(yJ y)/(n - 1)
BL(x; - Dy, - PPI= 2 x; - D3, - DP/N - 1)
i=1
o2 = 5.2 N0y 2, 2% 23> .(x - X)2(y - $¥/-18 2
R y (n-D5_|  j=1 J
_ 2 2 1 712 - 2 2
¢ = cxy/ny2$ - Jf 5 - 04y - DDA
| TR 1 $ (e - D0 -2 - (5.2 - 22 _/s.H2
| R 3 }igy y xy'“x
1 8(n-1)sy J=
; 2 =12 —2 4
! - . - ~-1)S
+ 4c Xy JEI( : X) (yJ y)</(n-1)8_
i | - 4c ,g -(x. - Xy, - ;)3/(n - 15 2
5 Xy j=1 J J X
1] - Y " 2
A = chy/y S,
2 _ '
Sy = QSReR
m
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ESTIMATES AND PROPERTIES

The generalized ratio estimate of Y that uses Aé and a

modification of y is

yp = NyQ1 - ¢p)/[AMx + (1 - ADX]
The expected value of YR equals Y plus terms of order N/n2. Its
standard deviation is

_1/2 2 _ _ 1,2 2
[&(2 nﬂ {Sy (1 — _—Jp xySy

+ Ble - 0%y - PE/ns, 2+ 0a/mdy 2,

This standard deviation is unbiasedly estimated, with terms of

5/2

orders N/n neglected, by

[N(N-n)] 1/2(SR +ep).

n

Finally, the standard deviation of this estimate of the standard

deviation, whose square equals

2 -1 o4 4 2.2
N - . - - -
n%ﬁ - 111;[45 pxy)] {E(yJ Y) sy (1 vszy)
2.2 =127 ,c2 o3
+ 49,8, E[(x - %) (y - 1/sy - 4nySyE[(xj - X)(yj - D7)/s, + 0(1/m)y,

[N(N - n)]l/st
n

if terms of order N/n2 are neglected.

is unbiasedly estimated by




A simplified estimate of Y is obtained by setting e; equal
to zero. Then, the ratio estimate is not necessarily unbiased unless
terms of order N/n are neglected, and its standard deviation is

(M= 11205 21 - 5,2 + 001/m) /2,

This standard deviation is unbiasedly estimated by the square root of

st ] 52 2
1[y5 -y - Ao(xj -X7/(n - 1),

M=

J
if terms of order N/n3/2

are neglected. The standard deviation for this
estimate of the standard deviation is of order N/n, which is the order

of terms that are being neglected.

COMPARISON WITH LINEAR REGRESSION ESTIMATE

First, let us consider the form and properties of linear regression

estimates., The form is

N[y - B(x - X)].
When B is a specified constant, this estimate of Y is unbiased for all

n. Also, it has smallest standard deviation for B equal to

and this standard deviation, for all n, is

2)1/2

[N = w25y (1 - g

(for example, see Cochran, 1963).
When B0 is not sufficiently well known in advance, it can be

estimated by

, 2
Bo = cxy/sx *

¢

;

i
D0




The estimate of y with B = Bé is unbiased if terms of order N/n are

neglected. Its standard deviation equals that occurring when B0

is used if terms of order N/n3/2

are neglected.
Now, let us consider the generalized ratio estimate with

A= Ao' This can be written as

Ny[1 + A (X - x)/x7t

N1 - AR - D)/R + A2E - D2ARZ - L,
If terms with expectations of order N/n are neglected, this can be

expressed as
N[y - AO(Y/X)(i -X] =Ny - Bo(i -1,

since AO(Y/X) = Bo' Thus, to this accuracy, the two types of estimates
are the same,
Finally, consider the generalized ratio estimate with A = Aé and

the modification involving e;- In e;. the term cgy/n§25x2 has the same
. . . 12,= 42,32 '

expectation as the more variable quantity A0 (x - X)°/X°, Let 1 M

be replaced by

n
[1-4a2%x-0%8201+ 2, - D2y, - P/ - DFs?y,
) j’—'l J J 28
whose expectation equals that of 1 - e; if terms of order N/n2 are
neglected. The resulting ratio estimate can be expressed as

n
g1 - ARGk - DZ/R21 + 2

5.2 - 2-.2
(x, - X . - - ,
& xJ ) (yJ y)/{(n - 1) ny}
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divided by 1 + Aé(i - ). This equals

N[l - Ak - X)/R] = N[y - ALG3/R)(x - D))

N[F - BI(X - D))

1

if terms of order N/n are neglected, so that the two types of
estimates are the same to this level of accuracy. Agreement except

for terms with expectation N/n2 occurs if the modification

n
Ny - BY(X - B) + 2 (x; - D3y, - P/ - D5 2]
: j=1 J J *

is made in the linear regression estimate, Analysis similar to that
for A = Ao shows that the simplified generalized ratio estimate with
A= Aé is the same as the linear regression estimate with B = B;

if terms with expectation N/n are neglected.

OUTLINE OF DERIVATIONS

Verification of the properties stated for the various estimates

is tedious but straightforward. The method is to first clear fractions

in the expression for the ratio estimate minus Y. This yields

N1+ Ax -%/X] [y-Y-Ax-X],
where y is replaced by y -€;§ when A = A’ and the modification involving
e; is used. Replacement of [1 + A(X - X)/X]'1 by 1 - A(x - X)/%

provides an equivalent expression if terms with expectations of order

2 S s - . .
N/n” are neglected, Thus, it is sufficient to determine properties for

N -7 -AG-%) - AE - DG - D/R + A%x - 02227, (1)
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Examination shows that this quantity has zero expectation when
A=A and when A = Al with y replaced by y - ¢'y. Its expectation
is of order N/n for the simplified estimate with A = AL

The expectation of the square of expression (1), which is also

the variance of (1) to the accuracy considered, is found to be

M 2
[N(N - n)/n][Sy(l - Pyy) t 0(1/n)]
when A = Ao’ and is also of this form when A = Aé for the simplified

estimate. For A = A; and e; used, the expression is

2 2.2
[NCN - n)/n]{sy [1 -1/(n - 1)]pxysy

+ E[(xj - X)z(yj - D%)/n - l)Sx2 + 0(1/n2)}.

‘The square roots of these expressions provide the corresponding standard

deviations,

For A = Ao' or A= Aé and the simplified estimate, it can be

verified that, to the stated accuracy,

n
B 1 1/2

[y; - ¥ - AG - 01%(n - 1]
J .

1

equals the corresponding standard deviation. For A = A0 and e; uséd.
it is first noticed that

1/2

Esp = E{(Es3)  [1+ (1/2)(sp - Es2)/Esh - (1/8)(s2 - Es2?/(Esd)
9 1/2 2 2.2, 2.3/2 2
= (EsR) - (l/B)E(sR - EsR) /(EsR) + 0(1/n%);

also that
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f& = E(sR - EsR 2/(Es2 3/2 + 0(1/n2)

2)2

[8(n - 1)53(1 - 02032 ey -4 - s (1 -2,

XY

2 12 2
+ 4p xysy E(x -X (y -Y) ]/sx

= 7,3
- 4pxySyE[(xj - X)(yj - DY]/5, + 0(1/m}.

These relations, combined with the fact that [N(N - n)/n]Esg equals

the variance of the estimate when terms of order N/n3 are neglected,

shows that the expectation of [N(N - n)/n]l/z(sR + e;) equals the

standard deviation of the ratio estimate (A = Aé and using e;) when

5/2

terms of order N/n are neglected.

Finally, consider the standard deviation of [N(N - n)/n]l/z(sR + eﬁ)

and an estimate of this standard deviation., The variance of Sp + eé
equals

"2
- (EsR + EeR)

= 2E(spe R) + 0(1/n ),
since (Esp + Ee§)2 = EsR2 plus terms of order l/n and E(eR)

of order 1/n2. Thus, the standard deviation sought equals the

square root of
: 2
N(N - S (1 -
! 2[NC n)/n][ y( P vy
4 This standard deviation, evidently, is estimated by

1/2

y2ee + 0(1/n%) 1.

{2[N(N - n)/n]sge R}1/2

j whose expectation equals the standard deviation plus terms of order

N/n2.
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