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and

E(Y) = [1~dqd“l + (d-l)qd][(l-qd—l)(l—q)]—l . (1.1)

Let equation (1.1) equal to the sample mean and this will give the following

equation for the estimator &m

. -1

y = [l-déi_l + (d—l)éi][l—ém . &g‘l +q] .

This equation is identical to equation (2.1) given by the authors [4] which
was used in constructing Table I [4]. Therefore, the method of moment

estimator is identical to the maximum likelihood estimator.

2. Derivation of an Estimator Based on Sample Moments

Let fy denote the frequency with which the value y occurs in the sample
before truncation as suggested by Rider [2, 3]. The expected value of f
is Nf(y), where N is the (unknown) total size of the untruncated sample
and f(y) is the geometric probability mass function evaluated at

the point Y = y. Define the following functions:
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The ratio Ti/Té is an estimator of the first moment of the complete distri-~

bution, namely 1/p. The ratio Té/Ti is an estimator of the second non-
central moment (q + l)/pz, divided by the first moment, this quotient being
(g + 1)/p. The following two equations in two unknowns N and p can be

derived by setting TO = pT! and pTé = (g + l)Ti

{
-
i



T, + N ) pg’ T = pT. 4+ ] ypd’ (2.1)
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From the above two equations, the modified method of moments estimator

p* is
a -
ot - T0 2Tl
(d—l)Tl - T,
n n n 5
= (-2 ] y)/l@n § y, - ] vl ,
n i=1 i=1 i=1
= = 2 =
where n T°'i=zlyi T, and Zyi T,.
In terms of the sample mean and variance, p* is
* - - -2 2
p* = (a-2y)/[(8-2)y - y° - s“] (2.3)
where
n
2 -2
s“=[) w;, -»7l/n .
i=1
The Asymptotic Variance of the Moment Estimator

Cramér [1, pp. 366-67] has proved that any sample characteristic based
on moments is asymptotically normally distributed about the corresponding
population characteristic. Cramér's theorems 27.7.3 and 28.4 give the var-
iance of the asymptotic distribution. Let ﬁ§2 and HSZ denote the first
order partial derivative of p*, given in equation (2.3), evaluated at the
point ; = u and 52 = var(Y) = u2 where var means variance and cov will be

used for covariance. The asymptotic variance of p* is given by the leading

terms of the equation



o ol
var(p*) = var(y)su + var(s“)H2

)= 2
5 + 2coviy, s )HTH52 o2 (3.1)

y y

In order to evaluate var(p*), use equation var(y) = %-var(Y) =

S

u2 and

Cramér's equations 27.4.2 and 27.4.4 for var(sz) and cov(§, 52):
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var(sz)

cov(§, 52)
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n
In these equations My indicate the i*! central moment of the truncated

geometric distribution.

- *
Differentiating p* with respect to y and 52 and evaluating %5— and

> at y = y and 52 =M, equation (3.1) can be written in the following

var (p*) =

= L

{u2(2du-2u2—d2+d)2 + 2u3(2du—2u2+2u2—d2+d) (3.2)

- @2+ Gyt @e2w?) - {@numnta}

4. The Efficiency of the Moments Estimator Relative to the Maximum Likeli-

hood Estimator

It is clear that an estimator based on sample moments is very easy to
compute and it is suggested that in cases in which computational simplicity
is important, the modified moments estimator might be preferable to the
maximum likelihood estimator. This section investigates the loss of efficiency
incurred when the modified moments estimator is used.

In order to compute the efficiency of the modified moments estimator

relative to the maximum likelihood estimator, evaluate the ratio of the



asymptotic variance of the two estimators. The asymptotic variance of the
maximum likelihood estimator is given by equation (3.1), [4]. Equation
(3.2) gives the asymptotic variance of the moments estimator. The desired
efficiency is given by the ratio of equation (3.1) of the authors [4] to
equation (3.2).

The equations for the asymptotic variances are too complicated to permit
any analytic conclusions. Table I presents selected values of the efficiency
of the moments estimator relative to the maximum likelihood estimator. The
table indicates that the modified moments estimator is highly efficient for
all tabulated values of the parameters. Consequently, when computational
simplicity is an important factor, the modified moments estimator is a

suitable alternative to the maximum likelihood estimator.
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