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Let Xl €. .. = X2n+1 be the order statistics for a random

sample of size 2n + 1. Asymptotically, X and X are

2n+l1
independent. That is, the maximum of the differences between

ml

P(X Xo41 S x2n+1) and the corresponding values

1 = Xl
assuming independence tends to zero as n - o, A minimum sample

size is (approximately) determined which assures that the maximum
difference is at most a stated amount. This minimum sample size

is the smallest allowable for continuous.populations but smaller
sample sizes could possibly be usable for discontinuous cases.
Likewise, X1 is asymptotically independent of Xn+1 and this same
minimum sample size is applicable for the stated maximum difference.
The minimum sample size is finite for all nonzero maximum differences
but is very large if the maximum difference is much smaller than

.005,
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INTRODUCTION AND RESULTS

In general, the largest order statistic of a sample, also the
smallest order statistic, are asymptotically independent of the sample

median. That is, the maximum of the nonnegative difference

), (1)

= Xon+1”

PXpe1 = Xppyr Xope1 S Xopey? - Py < % 0P

over x and x tends to zero as 2m+l — », where X1 <. . 0 < X2

n+l 2n+l’ ml
are the order statistics for a sample of size 2nt+l from any possible
population., Also, the maximum of the nonnegative difference

P(X1 < x,, X ), (2)

1 Xpe1 S xn+1) - P(X1 < xl)P(Xm_1 <

X+l

over x; and x tends to zero as 2n+l — o,

1’

The maximum of the differences between the true joint probabilities
and the corresponding values assuming independence is a measure of the
level of independence. Minimum sample sizes, for assuring that the
maximum difference of (1) is at most stated amounts, are approximately
determined, These minimum sample sizes also assure that the maximum
difference of (2) is at most the stated amounts. Let ¢ be the specified
maximum difference. The value of (1), also that of (2), is (approximately)
at most € when

2+l 2 - 1+ 0 2/2xe2 & -1 + ,0215/¢2, (¢ < .02).
For example, let ¢ = .005. Then the sample size is at least 859,

Although only the situation of odd sample sizes is explicitly
considered, these results should also be applicable for even sample
sizes (say, with ¢ < .015). Then the sample median is the arithmetic
average of the two central‘order statistics.

The lower bounds for sample sizes are developed under the

assumption that the individual probability expressions occurring in



(1) and (2) can take all values between zero and one (continuous case).
When this dbes not happen, sample sizes less than those (approximately)
dictated by the inequality could possibly occur. That is, the proba-
bility expressions may not be able to take on the values that maximize
the lower bound for the sample size,

The next and final section contains an outline of the derivations
for the results stated above. Only the case of Xn+1 and X2n+1 is
considered. Derivations for the case of X1 and Xn+1 are of an analogous

nature,

DERIVATIONS
The meaningful values of Xnt1 and Xon41 aT€ those that correspond
to population percentiles of P(Xm_1 < xn+1) and of P(X2n+1 < x2n+1).

Let the values of P(X < x2n+l) be represented by e-b, and (0 < b < =),

2ntl

while P(Xn+1 < xn+1) = g, (0 < g < 1). All values of b and all values

of ¢ are possible (continuous case), Then, the difference (1) can be
expressed as

PXy 1 x2n_i_1)[P(Xn_*_1 < xn—i-llx2n+1 < Xgnq) - PX 4 < xn—i—l)]

- .-b
= e [P(Xn_*_1 < xn+1|x2m-1 < x2n+1) - ol

The initial problem is to evaluate P(Xn+1 < xm_l'x2n+1 < x2n+1) in terms

of n, b, and o. Then, the difference (1) is set equal to ¢. Finally,
an expression for the value of n that yields € is maximized with respect
to o and b (actually, a monotonic function of o is considered).

Let F denote the probability that a sample value is at most

equal to x Then the conditional probability is F' = Fe_b/(2n+1)

nt+l°



<X .

that a sample value is at most X 1 omtl

n+l when it is given that X2

Evaluation of F for any stated value of ¢ is considered next.

Using the material of (Feller, 1945), P(Xn+1 < x_,,) = (probability

n1

number of observations with values < x is at least n+l) can be

ntl

expressed in the form

exp {5[1 - F(1 - F)]/2(n + 1)F(1 - F)} (3)

x(1 - #{[(n+ 1)1 - 2F) + a(F,m]/[2(n + 1IFQ1 -F)]1/2}),

where §{x} is the standardized normal cumulative distribution function

and a(F,n) is 0(1) with respect to n. Also, a(F + O(n—l). n)
equals a(F,n) + o(n~1). The expression (3) is a monotonically increasing
function of F.

If the difference (1) is to be €, it is seen that o < 1 - ¢ and

b < - log.e in all cases. Also P(Xn+ < x 1) is at

1= *ne1|Xone1 = Xops

least ¢. These relations imply that b is not large and that F is
nontrivially bounded away from zero and unity. Thus, expansions can

be made in terms of b divided by functions of n that tend to » as n

-1/2)

-+ o, Also, examination shows that F = 1/2 + 0(n . So that

F(1 - F) = 1/4 + 0(n"!). This implies that

e15/2(“+1)(1 - #[(nr1)(1-2F) + a(F.n)]/[2(n+1)F(1—F)]1/2)+ on™%)

equals (3).

. Then, the value of P(Xn+1 <X_ ,) =g+ 0(n

m-1
when

[(n+ 1)(1 -~ 2F) + a(F,n)}/2(n + DF(1 - F§Y/2 = K-
Squaring both sides and solving the quadratic in F for the appropriate

root yields



F=1/2+a(F,n)/[2(n+ 1) + KB] - (1/2)KB[2(n +1) + KB]

-1/2 =
=1/2 + a(F',n)/2(n + 1) - (1/2)KB[2(n + 1) ] [1 - K§/4(n +1)] + 0(n 2

as an (implicit) expression for F.

- Now, consider P(X < xn+1|x2n+l < Xy, 7). This can be

m1

expressed as

exp {5[1 - F'(1 - F')]/2(n + 1)F'(1 - F')}

1/2
x<} - 3{[¢(n+ 1)1 - 2F') + a(F' ., mY[2(n+ DF'(1 - F)] })

-1/2
_ e15/2(n + 1)(‘1 - ng - K2/4(n + 1) = b[2(n + 1)] +

B

bK/2(n + 1) + O(n_3/2)$)+-0(n-2).

since F'(1 - F') = 1/4 + O(n-l) and

[(n+ 1)1 - 2F") + a(F',m)]/[2(n + DDF'(1 - F')]1/2

-1/2
= K - Kg/4(n +1) - bl2n+ D]+ bK 20+ 1) o(n"3/2,

when the substitution

-1/2
1/2 + a(F',n)/2(n + 1) - /2K [2n+ D] 7 [1 - K§/4(n + D]+ 0(n™)

is made for F in F' = Fé'b/(2n+1).

Thus, the difference (1) can be expressed as e® times

-1
e15/2(n + 1)(%{KB} - Q{KB - Kg/4(n + 1) -b[2(n + 1)]
+bKB/2(n + 1) + O(n-3/2)}>

-2y,

plus O(n This expression equals e™ times

(b[2(n + D]Y/2 4 Kg/4(n + 1) - BK /2(n + ] (2m~1/2

-1/2
X exp[—(l/Z)(KB - ¢(g,b,m){b[2(n + 1)] + K2/4(n + 1)

2
-bKB/2(n + 1)}) J



plus O(n—3/2), where 0 < c(g,b,n) < 1. Set this expression equal to

€, Then,

1/2 -1/2 -1/2
[2n+ D] =eP(b+ KgEB(n + D] -k 200+ 1] jem/2 ol

-1/2
X exp [—(1/2)(KB - ¢(g,b,m){b[2(n + 1)] + Kg/4(n + 1)

2
-bKB/Z(n + 1)}) }

plus O(n-l). The righthand side is maximum with respect to K_ when K_ is

: B B
of the form bc(e,b,n)/[Z(n + 1):]1/2 + O(n_l). With this substitution,

[2n + DTY2 + 0(n™D) = be™®/e(2m1/2,
The righthand side is maximum with respect to b when b = 1, Making

this substitution and squaring both sides,

2n+ 1) + 0(n"Y2) = e 2/2x% & 0215/ ¢2
is enough to assure a difference of at most € in all cases. The

/2

O(n-l/z) term should be unimportant when (2n+1)1 is greater than, say,

seven. This is the case when ¢ < .02,
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