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Partially Balanced Incomplete Block Design (GD-PBIBD)
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by
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Southern Methodist University Oklahoma State University
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Introduction and Summary: This paper exhibits a set of minimal suffic-

ient statistics together with the distribution of each statistic in the
s2t for the GD=PBIBD with p replications per cell under the assump-
tion that tiere is an Eisenhart Model II [4] with interaction. The Rao-
Blackwell theorem [1,11] states that, if a minimum variance unbiased
estimator exists, it must be an explicit function of the minimal suf-
ficient statistics. It will be shown that the family of joint distribu-
tions of the minimal sufficient statistics is not complete, and so the
question of existence of uniform minimum variance unbiased estimators

is yet to be solved. This article should be regarded as a generalization

of [6], [12] and some results given in [5] and [13].

Method: It is clear from [5], [6], [12], [13] that the derivation of
a minimal sufficient set of statistics essentially hinges on the con-
struction of an orthogonal matrix. Begarding the problem under consid-
eration, the construction of an orthogonal matrix was based on the
results of [6] and [7]. When the quadratic form of the joint proba-
bility density function of the normal variables in the vector of ob-
servations, say Y, is operated on by the orthogonal matrix, the quad-
ratic form is reduced to a form which gives a set of sufficient sta-

tistics [9, 10], The minimality of the set is then established by

*This research was sponsored in part by the Office of Naval Research,
Contract No. N0O0014-68-A-0515, Project No. NR 042-260.



the scheme given by Lehmann and Scheffé [8].

Definitions and Assumptions: The definition of GD-PBIBD and various

relationships which hold for such a design can be found in [2]. Since
the purpose of this paper is to consider block treatment interaction,
we shall assume that we have p observations per cell, Specifically

we assume the model
(1) yijk =p o+ By + Tj + (BT)ij + eijk

where i=1, 2, «voo b; j=1,2,00.. t; k= nij
{0 if treatment j does not appear in block i,
n,. =

1 \_1,2,.... p 1if treatment j appears in block i,

The observations vy do not exist,

ijo
In matrix notation, the bkp observations described by (I) can be
written as:

(I1) Y=y jbgp + Xip + X,T + X3(BT) + e where the dimension of the

matrices in (II) are;

Y(bkp x 1), X,(bkp x b), p(b x 1),Xo(bkp x t), 7(t x 1), Xa(bkp x bk),

1

(g1) (bk x 1), e(bkp x 1), p(1 x1), and jgor iy

isaux1lorlxuvec~
tor with all elements equal to one, This notation will be used

taroughout this paper and J: will denote an u x v matrix with all

elements equal to one. Under an Eisenhart Model 1I, we have the following
distributional properties for the vectors e,3,7T, (BT).

(a) e is distributed (~) as the multivariate normal (MVN) mean 0(¢)

and covariance matrix ozlbkp' that is, e~ MVN (¢,021 );
(b) B~ MUN (8, o;°1,);

() T~ MVN (§, 0,T,);

bkp



(d) (BT) ~ MVN (051, )

(e) GCov (B, 7) =@, Cov[p,(pT)] =@, Cov [7,(pT)] = B, Cov (e, B) = @,
Cov (e, p) = @, Covle, (pT)] = ¢

(f) p is a scalar constant,
The following relationships hold for the matrix model and the
prime(*) will denote the transpose of a matrix throughout this paper:

(1) xixl = pKI, (2) x§x2 = rpIt, 3) X§X3 = pIy e

bkp, . bkp bkp,e _ bkp bkp, .. bkp
(4) kapxl = pkJ"\ %, (3) I Xy = kap' (6) kapx2 = rpd .Y,
bkpye .. bkp bkp, _ . .bkp bkpy. . bkp
(D PPxs = g, @) IPxa = e R, ) kg = P,

(10) If X3X; = N, NN' = p2[r80+x181*x282] where B's are defined in [3]

- - t T T Tt . 2
and By = I, By + B, + B, = J;,  (11) If XiX, = M*, MM® = pkI,

(12) If X§X,=L*, LL* = p°rl,,

(13) If (X§ - pk™IN') = A, A'Xy = (prI, - p 'k NNY)
= Lpﬂt - pk-l(rB0 + AlBl + AZB2)]
P A AoB

(14) A% =0, (15 M =pN;  (16) JIIN=pkf, (T) L'InepZists

t, _ -t tay _ 3, (DK eqt; _ 2Bk
(18)  JL=pdpy, (19 LTEM=p°kdy,  (20) LTIL=p-3,



2 b

(21) NN = pkd) 2 gok

t
t N -
(22) M'N J. = pkJy

t
(23) X X{XgX§ = x3x3xlx' = pXX] , (24) x2x2x X% = XXX X5 = pX X ,

(25) If F' =Xj - p ik M Xy -k[(rk-r+a )p]” LprptkInene)
[ - (A=A9) (A )7t B,) Ja*

then F'j bkp =¢, F'X X; = d, F'x2 = ¢ and p- F'F is an idempotent matrix
of rank bk-b-t+l,

It is clear from the assumptions made for the matrix model (II)
that Y is distributed as the multivariate normal with mean p and
covariance matrix ¢ where

bkp

= E(Y) = and

RV L o2 2 2
f=EWX -p) (Y -p)' = (X|X]o] + X2Xé02 + X3X303 + 0 Ibkp)

The joint density of the elements of Y is given by
(11D g(Y,¥) = (20) 2KP/2¢|71/2 oo ly - )t My - )]

where y is a vector of parameters u,o, 01+ Oos and og-

Develop ment of a Minimal Sufficient Set of Statistics:

Let X = (jb§p, Xl, X2, X3 ). Since XX' is symmetric, there exists
an orthogonal matrix @ such that Q*'XX*Q =D where D 1is a diagonal

matrix. The rank of XX* for the GD-PBIBD is bk. Hence, we can have

- - )
c* D* @
Yyt bkp t
Q'XX'Q=| [kap + X,X] + XoX5 + XgX 3](c P.) =
2 ¢ ¢
where we have partiti;ned Q into (C'PS) and D* is bk x bk. “From

.. « 1bkp
this it follows that PS(kap X x' + x2x2 + X X3)P5 = ¢. Since



X bk - . - .
the matrices kag, xlxi, X2X5, X3Xé are positive semi-definite, it

follows that P, is a set of bk(p-1) orthogonal vectors such that

PiPP= g, PIX) =0, PIX, =@ and PiX, = 0.

The characteristic roots of NN* [3] are pzrk, p2(rk - At)

p2(r - kl) with multiplicities 1, m-1, and m(n-1) respectively. Let
p2(rk - Ayt) = 0, and p2(r - A)) = @,. The GD-PBIBD is classified as
Singular (S), Semi-Regular (SR), or Regular (R), according as
8,=0. 0, = O, or neither of them is equal to zero. For brevity,

a minimal set of sufficient statistics for the R-GD-PBIBD will be
derived and from this result it will be easy to exhibit the minimal
sets of sufficient statistics for S and SR-GD-PBIBD. Since NN*

is symmetric there exists an orthogonal matrix 03 such that

P —

plrk ¢ ¢
Q47 NN'Q; = ¢ 01 | ¢
¢ ¢ %9ln(n-1) .
Partition Q3 into (P3O,P31.P32) such that
—— e — —
p? 2k @ ¢
30 p
PY, (NN') (PggiPg ,Pys) = ¢ o1 , ¢
4
L_P32 ¢ ¢ % ln(n-1)
- . S —

Corresponding to the unique root pzrk, there corresponds the unique

characteristic vector Pgay- Since (1Afi)j%NN'(1Aj1)ji = pzrk,

.t .1 .1
Pgo = (lﬁji)Jlf then j.Py, =¢ and jPyy = 0.

The non-Characteristic roots of NN' and N'N are equal and



are of the same multiplicities, Hence, let 02 be an orthogonal ma-
trix such that
p2rk 1)

QéN'NQ2 =| ¢ ¢c !

where:
i) D§ is a diagonal matrix of the non-zero characteristic roots

of NN'" excluding p2rk

ii) ¢, = multiplicity of zero characteristic root of NN'
iii) ci = b-t
Partition Q2 into (P20, P21. Q22) such that
- 9
P59 p°rk ¢ )
? 14 —_—
Por| NN (Poge Poje Qgp) = b P ¢,
1]
%2 ¢ 9 DY
L »
where the dimensions of Poy, Py and Qo are bxl, bX(co+cP and

2
b XY cCy respectively, where C,; denotes the multiplicity of the

i=1
ith non-zero characteristic root of NN* other than p2rk. If
Q9 = (Poo, P23). the following relationships can be established

among the partitions of Q3 and Q2

i) Py, = 0,7pL N

i1) Py = 0, %PLN.

Since A'A = prl, - p-lk—lNN', the orthogonal matrix which diag-
onalizes NN', will also diagoqilize A'A, that is,
0 ) ¢

Q4A'AQy = | ¢ [pr-po) ol @

L

¢ ¢ [pr'<ﬂk)-19211m(n-1)




Consider now F* = X§-p 'k 'MEXS - k(rk-rey )"

-1
- LI-Gyg=ag)(agt) T (B _+B;) IAT,
1 1

1 1

(Lt-p lkTiMene)

Since o F'F =  F'Xq is an idempotent matrix of rank bk-b-t+l,

let Py be bk-b-t+l orthogonal vectors from a bk x bk orthogonal

matrix which diagonalizes p'lF'F. This can be done since we can
the

always choose Py corresponding to/non-zero characteristic roots of

the idempotent matrix,

From the above results one can verify that the matrix P as

defined below is an orthogonal matrix,
— “

4.1
(bkp) kap

Hpe ye
(pk) P51 X]

Yot Nyt
(pk8,) *P3,NX)

t
. (pka)"%P32NXi
P

"

Lpr-(pk) e, I *py At

rpr-(pk)~lo, ] %py At

p T PYF

4
Pg

- —
It should be noted here that the idempotency property of p—lF‘F

makes P an orthogonal matrix, All attempts to construct a similar

matrix in order to exhibit a set of sufficient statistics for general

PBIBD with two associate classes have been unsuccessful so far, al-

though the results can be conjectured,
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bkp
Consider now g(Y,y) = (27) 2 [i|46exp[—2-l(Y-E)'PP'i-lPP'(Y—E)].

With P' as defined above we can show that:

" (bkpYéCy... - ) ]
(pk) ¥py Xty
(pke,) #py NX1Y
(pk6,) Py NK} Y
P'(Y- ) =
[pr-(pk)"to I ¥py Aty |
[pr—(pk)_192]46P§2A'Y
[f%PaF'Y
PLY
-1.1 L_.S —
where y... = (bkp) jbka'
Find P'YP and invert it to derive P'i_lP as follows:
[ 7

W, 8 ¢ ¢ ¢ ¢ ¢ ¢

¢ Wy 6 6 6 ¢ ¢ ¢

6 0 Wy 6 Wy 6 0 g

@ @ ¢ Wyqg 9 Wee @ ) ,

@ @ ) Wey 9 Wee 9 @

¢ @ @ ¢ ¢ ¢ Wor 0

) ¢ ¢ ¢ ¢ ¢ ¢ Wss

where

Wll = (02+pk012+p1'022+p032)-1

2 2 2,-1
Woyp = (o +pko1 +pog”) I

'
00+Gl



2 o) 2. 2.4 -1

-2 -2 -1 2
Wy = Wey = -k 20, (rkep™20,) Fd, "1o,"1, )

2 Sy 2 29 -l
Wiq = [o"HT-(pk) "8y 0p™+pog™ldy "Iy gy

w2 220 11 %4 -1
Wy = Woq = [k Oprkop 2001 By hop?n, )

Wep = [02+pk012+(pk)—161022+p032]d1—11m_1 '
W = [02+pk012+(pk)-192022+p032]d2-11m(n_l) '
M7 = [02+p032]_11bk—b-t+1' '
Wag = °2Ibk(p-1) '
where
d, = [02+p032]L02+pk012+pr022+p032] + (p2rk—61)012022
and

2 2 2 2 2
dy = [o +p032][0 +pko; +pr022+p03 1+ (p rk'92)°12°22

Letting q = (Y-ﬁ)'PP‘i_lPP*(Y— p), we have

2 2 2 2,-1 2

+ [pk(02+pk012+po32)_lY'XlelPEIXiY

-1r 2 -1 2 2

+ (pkdl) [o +{pr-(pk) 91f°2 +pog ]Y'lezzPézxiY
- -1 2 2

+ [p(o2+ p032)]-1Y'FP4PZ FtY + o2

T
SY

k 4
+ [pr - (pk)-101d11-1[02+pk012+ (pk)'101 022+p032] Y*A P4 PS ATY

+ [pr - (pk)"192d2]_1[02+pk012+(pk)_192022+P°32] Y' A PyoPRoA"Y
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- . 2,-1 2
2y-1g 5022Y X PooP% A'Y ~2(dokp®) 9;602

-2 (djkp 1 1F22F31

14 t
Y'X1P23P32A Y

Define the ten statistics as follows:

$; = Y. '
— -1 ? ] ] s b - i -— -
S = (pk) Y X,Py P5 X1 Y ifb~t c, not defined for b =t Co
— =1y, ] ]
g = (pk) Y X1P22P22X1Y .
— -1y, ] '
S4= (pk) XY X1P23P23X1Y
= a1l 1
S5 = P Y'FP4P4F'Y '

(Iv) S¢ = Y'PSPéY ,

-1

sS4 = [pr - (pk) el] Y' AP5 P35 A'Y
B -1

sg = [pr - (pk) 92] Y'AP3,P3,A"Y

-1

— (o2 % '
sg = (pPTk)TT0, 7YX P, PY ATY

-_.2_1%.l 8 at
$105 (p7k) 9,°Y X1P23P32A Y.
From the Neyman-Pearson [ 9, 10] factorization condition for suf-
ficiency, it follows that these ten statistics are sufficient for the

parameters . 02. 012. 022. 032.

At this stage it should be noted that in order to exhibit a set
of sufficient statistics for the S-GD-PBIBD or SR-GD-PBIBD, 92 =0
or 91 = 0 should be substituted in (IV). Hence, there will be
eight statistics (after deleting S41 S19 OF S3+ Sg accordingly, as

. . 2 2 2 2
65 or O, is zero) sufficient for p, 0%, 0;%, oo™y 03"

g(Y,y) may be written in the form

10
_ _o-1 2 z
g(Y,y) = P(y) exp [-2 (bkvas1 - 2bkpvlls1 + o Visi)]
where
.2 2 2 2,-1
vy = (o +pko +pr02‘+po3 ) '
Vo = (02+pk012+p032)_1 '
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2 ’ _1 ‘.‘ 2 2 -1
= [o° + | PT - (pk) @1g 09 ¥ Pog ]dl '

<
()
I

<
IS
!

2 -1, 2 290 -1
= o + ipr - (pk) sz 0o +pog ]d2 '
Ve = (o% po32)-1 '
-2

V6=0 1]

2 2 -1 2 24, -1
[o“+pko; “+ (pk)™"@,0, pog ]dl ,

<
1
1

2 -1 2 29, -1
vg = [0+ pk012+ (pk) 0202 + Pog ]d2 .

2. -1
l 1]

_ 2. -2
Vip = ~2097dy '

vV, = —202 d

Vil ® Ve

Lehmann and Scheffé,[B] have set forth a procedure by which a
set of sufficient statistics may be shown to be minimal. It follows
then that a sufficient conditim that S1#Soreee2S)g form a min-
imal set is that there exist no constants bl'b2""' bll'c (not all

zero) such that
11
WD ) bvi(y = e
i=1
(VI) is not true for any bl'b2""'bll and ¢ except when all vanish,

In (V) it is clear that p appears only in Vige Since VitVoreeas
Vjo are homogeneous functions of 0,01+ O9e O3 of degree -2, the con-

stant ¢ can only be zero.
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In order to prove that vi's are linearly independent, effect

the following transformationg

2 2
X = 02' y= 02+ pk012+p032, zZ = 02+ pk(712+ pr022+ P03 s W= 0 + P032.

The functions of (V) become:

vy = xyz2w3 [1+ alu] [1+ a2u] p~t

Vo = XZoWS [1 + alu] [1+ azu] p1

i

xyz2w2 [W+ ay (z-y)] [1 + azu] p-l

xyz2w2 [W +ao (z=-y)] [1 & alu] p~1 ,

<
"~
H

Vg = xyz3w2 L+ alu] [l + “2“] p-! ,

v = yz3w3 [1+ alu] [1 + a2u] p~!

V., = xyz2w2 [y + 8y (z=y)] [1 + aqul p~
7 1 2 '
2 -
Vg = Xyz w2 [y + B1 (z-y)] [1 + alu] p~! '

Vg = -2xyz2w261 (z-y) [1 + “2“] D—1 )

2

2, -1
Vi & -2xyzw 61 (z-y) [1 + alu] D .

where : u = (z-y)(y-w)(zw)-l, a) = (p2rk)_1(p2rk- 91), ag = (p2rk)_1(p2rk— 02),

1, D= xyz3w3[l + alu][l * aul.

Since xyz2w3u2, xz3w3u2, xyz3w2u2, and yg3w3u2

By = (p2rk)_1. 6, = pPr
occur only in Vi
VoiVs and Ve respectively, they are themselves mutually independent and are
linearly independent of Var V4i Vge Voo and Vio In order to show

that Var V4o Ve Vgo Vgu and V10 afe mutually linearly independent,

forma 6 x 6 determinant corresponding to the coefficients of w,uw,z,y,

uz,uy after cancelling the commov factor xyz2w2 in the above six functions.

It
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can be shown that the determinant does not vanish, and hence this im-
plies Ve Vge Ve Vge Voo and Vip are linearly independent, This
conclusion then implies that the set of sufficient statistics defined
in (IV) 1is minimal,

For the benefit of the readers, it should be pointed out here .
that the above method of establishing a minimality of the set of the
sufficient statistics for the R-GD-PBIBD can be simplified in the.case
of S-GD-PBIBD and SR-GD-PBIBD, The method consists of keeping approp-
riate vl*s from (V) corresponding to S-GD-PBIBD or SR-GD-PBIBD;
effecting the same transformation, and following the technique given
in [7].

In Table I, various properities of the statistics in
a minimal set are given,

It should be noted in Table I that:

(a) s, is not defined if b = t-cy, and the relationship for s,
holds if b > t-cy.
(b) 12(8) denotes the central chi-square with s degrees of freedom.

(c) The gi’s are the non-zero charaderistic roots of 2-1(Gl +G’l)i

1

where Gl = k_ XlN'P31A’ and hi?s are the non-zero character-

1 t t L
1 X N'PgoP 304",
The results of this paper will be summarized in the following

istic roots of 271 (H) +H")) ¥ where H, = k~

theorem and corollaries:

Theorem: If an Eisenhart Model II is assumed in a GD-PBIBD with inter-
action and p observations per cell, then (i) for S-GD-PBIBD or SR-
GD-PBIBD there are eight statistics in a minimal set of sufficient
statistics if b > t=Cy, and there are seven statistics in a minimal

set of sufficient statistics if b = t—co (ii) for R-GD-PBIBD there
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are ten statistics in a minimal set of sufficient statistics if b > t-c,
and there are nine statistics in a minimal set of sufficient statistics

if b = t_co.

Corollary 1: The explicit form of the statistics in a minimal set is

given in (1IV),

Corollary 2: The expectation of each of the statistics as defined in

(V) is given in column two of the table.

Corollary 3:; The distribution of each of the statistics of the mini-

mal set as defined in (IV) 1is given in column three of the table.

Corollary 4: The statistics defined in (IV) are pairwise indepen-
dent except for the pairs (53. 57), (s3. sg), (54, SB)' (54, 510)'
(57' 59)' (SB' Slo)' for (R'GD—PBIBD); (53' 57)' (53' 59)'

(57, sg), for S-GD-PBIBD; (54, SB)' (s4, 510)' (SB' le) for SR-GD-
PBIBD,

COMMENTS .

(i) It is clear from the table that there are six unbiased estimators
of 022 and hence there are non-trivial unbiased estimators of zero.

This implies that the minimal sufficient set of statistics proposed

i1 this paper is not complete,

(ii) If it exists, a minimum variance unbiased estimator must be an
explicit function of the (minimal sufficient) statistics in the table.
(iii) In [6] and [12], the components (except one) proposed in the min-
imal sets of sufficient statistics were associated with the quantities
normally calculated from the A,0,V, table, All attempts to establish
similar relationships in this case have not been successful, This implies,
in order to make the maximum use of the results given in this article, that
a new computing technique must be derived or the existing analysis of
variance method must be written in terms of the components of the mini-

mizl sufficient statistics,
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(iv) Further work using the results of this paper is necessary to
investigate the problem of combination of the several unbiased esti-
mators of the variance components and the related question, the exist-
ence or non-existence of uniform minimum variance unbiased estimators
of the variance components.

At present, various problems similar to those given in [5]and [13]

are being investigated.
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