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ABSTRACT

Let Xl, X2, oo, Xn be an ordered sample of size n(X1 < X2 < e < Xn)

from the standard normal population., If the r largest and r smallest
observations are omitted, the range of the remaining n-2r sample
values is defined as the rth quasi-range, and is usually written as

Wr = xn-r - xr+l‘ Expressions involving multivariate normal prob-

abilities are found for the density function, the cumulative distribution
function, and the expected value,

The midrange is defined as M = (X1 + Xn)/2. If the sample values
X1 and Xn are from the standard normal population, it is possible to

express the density function of the midrange in terms of multivariate
normal probabilities for even values of n,

For certain small values of n and r, the distributions referred
to above are expressed in terms of G(h), the univariate normal distribution
function, T(h,a) [4], and S(h,a,b) [5]). These functions have been -
tabulated and are used to evaluate univariate, bivariate, and trivariate

normal probabilities, respectively.

*Now with LTV Aerospace Corporation,
##*Research partially supported by NIH Grant 2 TO1 GMO0951-06 EBB.
t Also supported by ONR Contract NOOO14-68-A-0515.



1. Summary and Introduction

Let Xl. X2, oo Xn be an ordered sample of size n(X1 < X2 < ver < Xn)

from the standard normal population., If the r largest and r smallest
observations are omitted, the range of the remaining n-2r sample
values is defined as the rth quasi-range, and is usually written as

Wr = xn—r - xr+l‘ Expressions involving multivariate normal prob-

abilities are found for the density function, the cumulative distribution
function, and the expected value.

The midrange is defined as M = (X1 + Xn)/2. If the sample values
X1 and Xn are from the standard normal population, it is possible to

express the density function of the midrange in terms of multivariate
normal probabilities for even values of n.

For certain small values of n and r, the distributions referred
to above are expressed in terms of G(h), the univariate normal distribution
function, T(h,a) [4], and S(h,a,b) [5]. These functions have been
tabulated and are used to evaluate univariate, bivariate, and trivariate
normal probabilities, respectively,

Bland, et.al. [1] have found the distribution of the range (r=0)
in terms of multivariate normal probabilities for all n, and for the
special cases where n = 2,3,4, and 5, they have expressed the
distribution of the range in terms of the functions mentioned above.
Since the range may be thought of as a special case of the quasi-range,

this paper represents a natural extension of their results,



2. Quasi-Range

2.1 Probability density function

The density of the quasi-range [2] in integral form is

~jec0
£y (W) = n! [6(x) I° [6(x+w) - 6(x)]1"27~2
r (eD3n-2r-2: |
[1-6(x+w) J¥ 6'(x) G'(x+w)dx w > O, (1)
X 2
where G(x) = }{ G'(t)dt and G'(t) = __1 et /2.
- Nor

If the transformation y=\]2 X + w/\}2 is made and the integrand
in equation (1) above is expanded by using the binomial theorem
and morever the result given by Das [3] is used, the above equation

reduces to

fy (W) = n! G'w/ V2)
r V3 (r!)2(n-2r-2)!
r n-2r-2
2 : z : (-1)N-2r-2+i-k (r) (n-2r-2)
=0 k=0 i k
"PrlVy < gy WNEL Vg <y oW, (2)

oo Viorpio2 < Ak-n+r+2w"‘6 | o =1/3],

where
1, if h 2 0,
Ahz
-1, if h <0,
and Vl, VZ' cee, Vn_r+i_2 have a joint multivariate normal distribution

with zero means and unit variances and correlations all equal to one-

third, If r = O is substituted in equation (2), the result given for



the range by Bland, et, al. (1] follows.
When n =4 or 5 and r = 1, the density of the quasi-range can be
expressed in a closed form,

For example, when n= 4 and r = 1,

fwl(w) = 12V26'w/ N2)[1 - 6w/ V&) - 2Tw/ V6., V2O 1,

a
where T(h,a) = j[ Q—th§§£h51 dx is related to the bivariate normal
3] 1+x

distribution and has been tabulated by Owen [4].

When n = 5 and r = 1, the density may be written as

fy (W) = 60 V26" (w/V2) [2G(w'/v_6‘) - 1+ 2Tw/ V& 1/V2)
1

+ 2Tw/ V6, V2 ) -8sw/V6,V2,V3/5)

asw/ V6, 1/V2, 3V3/5 )] .

h
/ T(as,b)G' (s)ds

is related to the trivariate normal distribution and has been tabulated

where

S(h,a,b)

by Steck [5].

2.2 The Distribution Function

The distribution function of the quasi-range is

r (r!)2(n-2r-2)"

w @
Fy (W) = B / / [6(x) F*[6(semw) - G(x)]"-zr-2
0 -

« [1 - 60xaw) JT6" (x)6' (x+w)dx, w > O.



Changing the order of integration and integrating by parts r times yields

I ®
Fy (W) = Z n(n-1)---(n-2ryk) [1 - 6Caw) ]JFK
r r!(r-k)! ©

=0 (3)
« [G(x+w) - G(x):ln"2r+k-1 - [6(x)]¥6" (x)dx.
The distribution function may also be written as
T ) r-k n-2r+k-1
_ 2 : n(n-1)...(n-2r+k) 2 : § : n-2r-1-k+k+i
er(W) - - ri{r-k)" v
=0 * * i=0 j=0
' (4)
r= n-2r+k-1 PrlY, < 5 w/ V2, Y, <5 w/ N2
i j 1 j+i‘1 ' 2 j+i-2 '
0 Yrrivkel S Ojener-ke1® V2 | o =1/2],
where
0, if h <0,
6h =
1, otherwise,

and Yl' Y2, oo, Yn-r-1+k+i have a joint multivariate normal distribution

Wwith zero means, unit variances, and correlations all equal to one-half.
The method used in deriving equation (4) above is parallel to the

one which is used in deriving the equation (2) from equation (1). If

r = 0 is substituted in equation (4) the expression is exactly the same

as that given by Bland et.al. [1] for the range.

When n = 4 and r = 1, the distribution function becomes

Fy (w) = 12[6(w/ N2, 1/V3)
1

- 4S(w/N?Z, 1/N3, V2)] - 5.



2.3 The Expected Value

Cadwell [2] gives the expected value of the quasi-range which can be

simplified as:

n (o]
E(W.) = 2(r+l) ( )/ x[1 - 6(x)JF [6(x) 1" T 16 (x)ax
T

-+

r
n r
= (r+1) > (-nrk ()Ll
T+1 k=0 k] V=

- Pr[Z, <0; i=1,2, .-, n-k-2]p = 1/3],
where Zl' Zy, +++v Z, y_o have a joint multivariate normal distribution
with zero means and unit variances and correlations all equal to one-

third, This follows from the method used previously.

3. The Midrange

The density of the midrange is

m
fy(m) = 2n(n-1)f [6(2m-x) - G(x) ]"-2_G'(x)G'(2m—x)dx

for ~—« < m < o,

If the transformation y = V2 (x-m) is performed, it can be shown
that the integrand is an even function with respect to y for n = 2,

4,6, ---, so that

fy(m) = "—(V';:’u ' (V2 m)f [6(n-y/ V'2) = 6my/ VI "% (y)dy

-0

Again using the same type of procedures as for the quasi-range,

the density of the midrange can be expressed as follows:



SO

n-2 n-2-k
_ n(n-1) ., ki [172) (2K
g ) = 2L 61 (VT ) (-1 _
N2 k=0  i=0 k 1

°Pr[V1 < My V2/3m, V2 < Ag_o V2/3m, ---,

Visi < o V273n|p = 1/3] (n = 2,4,6, -+,

°, Vk+i have a joint multi-

where Bp is defined as before and Vl' V2, .
variate normal distribution with zero means and unit variances and

correlations all equal to one-third,

When n = 4 the density becomes
fy(m) = 24V2 6'(V2m [T(V2/3m, V2)-T(V2/3m 1/V2)],
which may be integrated to give the distribution function

Fy(m) = 24[S(V2'm, 1/V3, V2)-s(V2m 1/V3,1/V2)].

The density of the midrange for samples of size 3 can also be

obtained in a closed form, but other procedures must be used. The

integral form is

0
fy(m) = 6 V2 6'( V‘z'm)f [6(m-y/ V27 ) - G(mry/ V2 )]6' (y)dy

which reduces to

fy(m) = 12V2 6'(V2m) T(V2/3 m, 1/V2).

The distribution function becomes

Fy(m) = 12 (V2 m, 1/V3 ,1/V2).
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