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1. Non-normal Distributions (Single Specification Limit).

Acceptance sampling based on variables instead of attributes is
not widely used except possibly in the life testing area. There are
many reasons for this, but the primary reason appears to be the
uncertainty that the variate being measured is normally disiributed,
or the certainty that it is not. When a single specification limit
is required, the acceptance criterion is usually based on X + ks or
on x - ks, where x is the sample mean and s is the sample standard
deviation and k is a constant chosen to meet the reliability
requirements., Even when the original variable, X, is not normal,

X usually tends rapidly to normality as sample size,n,increases,

Similarly (n - l)s2/c2. (where 02 is the population variance)
tends to the chi-square distribution with increasing n for many
underlying distributions for X and, in fact, X + ks tends to
normality with increasing sample size, including the case where
X is normal., Whether or not X is normally distributed is
immaterial as long as x is normal and as long as (n - 1)52/o2
has a chi-square distribution with (n - 1) degrees of freedom.
The probability statements are based on these latter assumptions,
not on the normality of X,

However, there is one place in the parameterization of sampling
plans where the normality assumption can be very critical. The
proportion defective, p, which is usually plotted on the horizontal
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axis of a graph of the OC curve is obtained as follows (for an upper

specification limit, U).
p=Pr{X20}=Pr{X - p)/o=z (U - o}

-t2/2

1 ® dt

= —= e
ﬁ; J‘(U - p,)/c

where |, is the expected value of X. Various values of p are referred
to as the AQL, LTPD, AOQL, etc. Hence, deviations which affect these
special cases also, and the various sampling plans are almost without
exception indexed by one or more of these quantities. In short,
variables sampling plans based on the normal control the standardized
deviate (U - u)/o, and this is done fairly well even for small sample
sizes, but the translation of this deviate into a proportion defective
is very sensitive to non-normality.

Suppose we attempt to make the s@tuétion clearer by looking at
a particular example. On page 37 of MIL-STD-414 an example is worked
where U = 209, s = 8.81, x = 195 and AQL = 1% are specified. If

normality is assumed, then the deviate
(U - p)/o = 2.326

to give the 1% AQL. But if the distribution is not normal then almost
any value could be required for (U - p)/c to correspond to 1% of the
population above (U - y)/o. For example, suppose the population

had a modified Student t-distribution with 10 degrees of freedom,
modified so that the distribution had an arbitrary mean (unknown) and
arbitrary variance (also unknown). All we need to know is the proba-

bility of exceeding a standardized deviate (U - u)/o. This is done by



calculating (U - u)/o = 2.7638/y1.25 = 2.472, (2.7638 is read from
.a table of Student t-distribution and the variance of the tabulated
value is 10/8 = 1,25), Hence, if we ran our test based on 0.6T%
(reading 2.472 from a table of the normal distribution) for the
AQL instead of 1% we would have a test which is very close to being
correct. The only problem is that in most instances we do not know that
we have the modified Student t-distribution with 10 degrees of freedom, or
alternately, the form of the distribution, whatever it may be. Hence,
this procedure has limited use in practical situations. |

However, let us pursue it just a little further, for the
oceasional instance where the form of the non-nor@al distributions is
known, but tables for sampling plans based on these distributions are
not available. Assume we have a chi-square distribution with 10 degrees
of freedom, again modified so the distribution has arbitrary mean and
variance (both unknown). The upper 1% va}ue'corresponds to (U - w)/o=
(23.209 - 10)/¥20 = 2.954 and heuce an AQL of 0.16% instead should be
read in the tables in applying the normal sampling plans. [The mean of
a chi-square distribution equals the degrees of freedom and the variance
is twice the degrees of freedom.] The procedure is exactly the same if
an LTPD or an AOQL is specified instead of the AQL. That is, the entire
OC curve can be plotted this way.

If the distribution is not known exactly, but it is known to have
a monotone hazard rate then some tables given by Barlow and Marshall (1965)
may be used to give bounds on the proportion in the tail. For example,
if the distribution has an increasing hazard rate (IHR) with y, = 1,

po = 1.25 so that 02 = 1(25-1, and j = 1,

then reading from Barlow and Marshall's table IV, page 880, we find

t=2.9 or (U - ,)/og = (2,9-1)/0.5 = 3.8 corresponds to an upper bound



of 1% in the upper tail of an increasing hazard rate distribution.
In this case, then, the corresponding normal sampling plan is one with
only 0.007% defectiveness allowed in the upper tail of the distribution.
There are two problems with making practical use of this. First,
in order to get this bound we had to assume j, and 02 were known, although
we only needed to know them within a scaling factor, but if we knew y and
02 that well, there would be better acceptance sampling tests to run than
those based on the usual normal procedures. We would probably be interested
in characteristics not measured by X and s, but measured by some higher
moments, Second, tables of normal acceptance plans ordinarily do not have
entries corresponding to percentage defective as small as 0,007%. The
only use of this approach might be to give the user a rough estimate of a
restricted 'worst" case.
Hanson and Koopmans (1964) give a procedure for establishing one
sided tolerance limits for the class of distributions with increasing
hazard rates. The procedure given there is easily extended to the
sampling situation where, say, an upper specification limit, U, is given.
Suppose, for efample, that we have an IHR distribution and a sample of size
n is taken, The largest value in the sample'is X(n) and the next to

the largest is X  _,,. Then Hanson and Koopmans show that

Pr{x(n-l) * b(%(n) - x(n-l)) U} <

or equivalently,

Pr{F[X( n-1) b(X(n) - x(n-l))] 2 1-p} = v.

Hence, to use their procedure as an acceptance sampling plan, we would
usually take v = 0,90, let p = maximum proportion defectiveness we
would allow and read b from their table. Then we accept the lot if

x(n-l) + b X(n) - X(n_1£) < U and reject if otherwise. For example, we
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can be at least 90% sure that there is no more than 5% of an IHR

population above U if in a sample of size 20: x(n-l) + 5.077 (X(n) - x(n-l))

< U. The value 5.077 is read from the Hanson-Koopmans table. Note that
slightly different order statistics are sometimes used and these are
indicated by asterisks in the table.

Undoubtedly more could be done with this approach. We leave it here
with the remark that Barlow and Gupta (1966) have used the ideas of
hazard rates to construct some distribution-free life test sampling plans.
Sobel and Tischendorf (1959), Gupta and Groll (1961), Gupta (1962). and
Qureishi, Nabavian and Alanen (1965), all give life test sampling plans
based on non-normal as well as normal distributions. Life testing is,
of course, a different objective than the one considered here of
controlling the proportion defective., The effect of non-normality
has been considered by Srivastava (1961) and Das and Mitra (1964) by
examining Edgeworth and Gram Charlier series, respectively. Singh (1966)
considers non-normality in a closely related problem,

In summary, if you have a non-normal distribution with unknown
mean and/or variance and you are asked to prepare an acceptance sampling
plan (for controlling the proportion defective), we recommend that you
look into the possibility of using one of the normal plans with an
adjustment (as outlined above) made in the percentage defective controlled.
This adjustment depends on your being able to find the probability that the
quantity being measured is greater than (U - ,)/o. For some distributions
the parameters enter in such a way that this computation cannot be made.
This discussion has been limited to one-sided plans, that is, where only
one tail of the distribution is to be controlled. It would be best, of
course, to use sampling plans tailor-made to the particular distribution

you have, but these are seldom available,
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2. Control of the Sum of the two Tails of the Distribution (Double
Specification Limits).

In Owen (1967) it is pointed out that the user may want to control
both tails of a distribution simultaneously and separately or he may
just want to control the sum of the two tails. The control of the sum
of the two tails allows the situation, for instance, where all of
the defectiveness is in one tail, shifts gradually over to an even
split in each tail and then ends up with all the defectiveness in the
other tail. When the sum of the two tails is controlled, the OC becomes
a band with the sum of the two proportions in the tails usually plotted
on the horizontal and the vertical axis is used to plot the probability
of acceptance. If the sample size exceeds 1.2n, where n is read from
table I of Owen (1967), the top of the band corresponds to an even split
in the two tail proportions and the bottom corresponds to all defective-
ness in one tail,

For double specification limits the effect of non-normality on the
sum of the proportions in the tails of the distribution may not be as
severe as it was for the single specification limit discussed above.
Walsh (1956) and (1958) has shown that for mény "practical type" distri-
butions the sum of the proportions in the tails is about the same as for
the normal, provided that the limits set up are symmetrical about the
mean. In the application here, this means non-normality generally should
not be a problem when controlling the sum of two tails if the sample size
exceeds 1.2n in table I of Owen (1967). Walsh (1958) makes a point which,
when translated to the situation at hand, suggests that if the sum of the
proportions in the tails is .0833, then the effects of non-normality are
further reduced. In other words the OC curve is not too adversely

affected as long as the main interest centers on that part of the band
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corresponding to an equal split in the two tails. If the split is not

equal then problems such as those discussed in Section 1 can take over,

3. Control of Each Tail at Separate Levels (Double Specification Limits),
There are many instances where there are different criteria for
criticality for the two tails of a distribution. For example, if a
battery's voltage is being measured it may be important that the
voltage exceed a lower specification limit, L, in order for a circuit
to operate, but there may be parallel circuits to build up the reliability.
On the other hand, if an upper specification limit, U, is exceeded then all
circuits are burned out. Hence, in this case, one might want to specify
that no more than 10% of the batteries be below L, and simultaneously no
more than 1% of the batteries exceed U, with probability 0.90. This is
just the place to use the procedure for the control of each tail of the
distribution separately. The procedure, then, is to accept the lot if
both X - 2.066s = L and X + 3.532s < U based on a sample of size 10 and
to reject the lot if otherwise. The constants, 2.066 and 3.532, are read
from Table III of Owen (1967). The OC curve in this case is a three
dimensional surface. The proportion in each tail is plotted on two of
the axes and the third axis corresponds to the probability of acceptance.
In the case considered in this section the effects of non-normality
may be inferred from the OC curves of the two preceding sections. That
is, each of the two planes corresponding to zero proportions in the tails
are just the same as for the one-sided situation and the plane corresponding
to an equal split in the two proportions may be hardly affected at all.
The rest of the surface is a mixture of these two effects.
If, instead of proportions defective, one plotted standardized

deviates (U - uw)/o and (L - y)/o (where L is a lower specification limit)



then for most practical situations the effect of non-normality would
not be great, but this is usually not what is really wanted. There
may be some instances, however, where standardized deviates can be

used as effectively as proportions defective.

4. Other Developments.

Kao (1966) considers mixed attributes, variables sampling plans as
have Gregory and Resnikoff (1955). Continuous sampling plans are
prepared by White (1966) and Hillier (1964). Dodge and Stephens (1965)
study chain sampling inspection. Hald (1968) designs attribute sampling
plans for continuous prior distributions. Zeigler and Tietjen (1968)
examine double sampling plans based on the variance, Strange (1960)
and (1966), Freeman and Weiss (1964), Flehinger and Miller (1964),
Campling (1968) and Lieberman (1965) consider other aspects of acceptance
sampling inspection, |

Folks, Pierce and Stewart (19635), among other things, give an
estimator of the proportion, p , mentioned earlier in this paper.
Wheeler (1968) shows that this estimator is equivalent to the one given
by Bowker and Goode (1952) and by Lieberman and Resnikoff (1955), and gives
an additional form of the estimator and discusses its variance,

Ellison (1964) gives another derivation of the Bowker and Goode (1952)
estimator.

Theodorescu and Vaduva (1967) give a procedure for the control
of several variables simultaneously based on the generalized range.

In summary, there is activity on theoretical problems of variables
acceptance sampling, but it is not as great as one might expect when
one considers the potential usefulness of the techniques which can be

developed.
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