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 Abstract—The new generation of SAR satellites is serving our 
long-standing demand for high-resolution crustal deformation 
over various scales. However, the reliability of InSAR 
measurements is still limited by varying tropospheric conditions 
between acquisitions, especially when mapping slow-deforming 
interseismic deformation. We propose here a new phase-based 
approach for mapping interseismic deformation using short-
period interferograms. Our method formulates the InSAR phase 
after topographic correction as the sum of three components: (1) 
spatiotemporally varied turbulent tropospheric phase, (2) 
topography-correlated stratified tropospheric phase, and (3) 
interseismic-related deformation assumed to be accumulated at a 
constant rate. We simultaneously solve for the parameters in the 
model to avoid overestimating the tropospheric phases, especially 
when interseismic deformation and tropospheric delays are both 
coupled with elevation in space. Synthetic tests and practical 
applications to easternmost Altyn Tagh fault demonstrate that 
the new method can effectively recover the small-amplitude 
interseismic deformation caused by fault motion even when the 
interferograms are dominated by strong tropospheric delays. 
 
Index Terms—InSAR, Tropospheric Correction, Interseismic 
Deformation. 

I. INTRODUCTION 
ver the past few decades, the advent of new 
generation of radar satellites, such as Sentinel-1, has 
opened the prospect of mapping Earth’s surface 

deformation through freely open data. This has propelled 
InSAR from being a specialized research tool to a widely-used 
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powerful monitoring technique for detecting and quantifying 
surface deformation across a range of scales, from tens of 
kilometers to global coverage [1], [2]. The current availability 
of satellite images, with dramatically improved quality and 
quantity, enable the creation of high-quality crustal velocity 
map with an accuracy of up to a few millimeters per year and 
a spatial resolution of tens of meters or finer. Such a 
deformation map is crucial for investigating a wide range of 
geoscience problems across various spatial and temporal 
scales [1]. 

However, one of the significant challenges in retrieving 
millimetric interseismic deformation from InSAR 
measurements is the presence of tropospheric phases caused 
by the spatial and temporal variabilities of pressure, 
temperature, and relative humidity between SAR acquisitions. 
Tropospheric phases, from the point of physical origin, can be 
typically attributed to two parts: stratified and turbulent 
components [3]. The former is deemed to be spatially 
correlated with regional elevation and occasionally exhibits 
systematic seasonal variations over time. In contrast, the latter 
is expected to be temporally uncorrelated and essentially 
characterized by short wavelengths in space. Tropospheric 
artifacts may occasionally introduce errors up to tens of 
centimeters in a single interferogram [4], [5], [6], which is 
considerably greater than the typically observed magnitudes of 
interseismic signals of interest mostly ranging within a few 
centimeters [7]. This is especially the case when interseismic 
deformation and topography are both spatially correlated [4], 
[5], [8]. Therefore, mitigating errors in InSAR observations, 
especially the tropospheric artifacts, has always been a crucial 
issue for the community to improve the accuracy and 
reliability of interseismic strain accumulation measured by 
InSAR time series. 

As of present, numerous attempts have been made to 
mitigate the effects of tropospheric phases in InSAR 
measurement. These methods can be categorized into two 
types, i.e., the auxiliary data-based approach and the 
interferometric phase-based correction method [7], [9], 
depending on the type of data used. From the perspective of 
auxiliary data, a variety of approaches have been developed 
using independent measurements of water vapor and 
hydrostatic pressure, such as GNSS, MODIS, MERIS, 
ECMWF, ERA5, and MERRA2 [8], [10-18]. Among these, 
GNSS can provide water vapor observations at the highest 
temporal resolution (e.g., every 1 min or higher), allowing for 
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the representation of rapidly changing tropospheric turbulence 
under all-weather conditions [11], [12]. However, the high-
quality of such a correction requires a dense and well-
distributed GNSS network, which is not globally available. 
Multi-spectral observations from MODIS and MERIS can 
provide a high spatial resolution (~250-300 m) of water vapor 
[10], [13], but they are only available under daytime cloud-
free conditions and can only constrain the turbulent 
component. Moreover, the temporal sampling of these 
observations is out of sync with the time of SAR acquisitions, 
typically with a 5-hour difference. Weather models (i.e., 
MERRA2, ERA5, and ECMWF) and their derivatives (i.e., 
GACOS) are limited by their low spatial (> 16 km) and 
temporal sampling (1 or 6 hours). Additional artifacts might 
be induced when interpolating the tropospheric phases at the 
time of SAR acquisitions, which often lead to large 
uncertainties in the corrected interferograms [19]. To 
summarize, the successful use of external data-based 
correction methods typically depends on (i) the availability of 
auxiliary data used in the assimilation process, (ii) the spatial 
and temporal synchronization between auxiliary data and SAR 
acquisitions, and (iii) the relatively changing state of the 
troposphere [15], [20], [21].  

From the perspective of the interferometric phase itself, 
there are also a variety of approaches to correct the 
interferometric phase errors caused by the troposphere, 
including the statistical-dependent method [22-24], the blind 
source separation method (e.g., the independent component 
analysis method, ICA) [5], and the empirical phase-elevation 
method [7], [25]. The statistical-dependent method (e.g., 
spatiotemporal filtering/stacking) relies on the assumption that 
the tropospheric phases are uncorrelated in time [22], [24], 
[26]. Although the method is straightforward to apply, it may 
fail when the assumption is violated (e.g., tropospheric phase 
is correlated with topography) and it may also impair the 
temporal resolution of InSAR measurements when the 
stacking method is utilized. The accuracy of the ICA method 
depends on the number of principal components [5], and it 
may not effective when the component sources are correlated 
statistically, for instance, when the tropospheric phase and the 
tectonic motion are both correlated with the topography in 
space. The traditional empirical phase-elevation method 
assumes a single relationship between phase and topography 
over an interferogram which limits its applicability to spatially 
varying topography-correlated troposphere [4], [27], 
especially over a large spatial scale and/or across different 
climatic zones. Subsequent empirical methods attempt to 
overcome this limitation by dividing an interferogram into a 
series of uniform [21] or quadtree sub-patches [25], [28], or 
assuming a power law relationship [29]. However, these 
successions cannot avoid the drawbacks of the empirical 
methods because (i) the long-wavelength tectonic deformation 
correlated with topography could be mistaken as stratified 
atmospheric phases and erroneously removed from the 
interferograms, and (ii) they cannot reasonably account for 
turbulent components. It is noteworthy that [30] proposed a 

phase-based approach that combines tropospheric delays and 
deformation into a joint model to estimate the tropospheric 
phases across volcanic areas. Since their method employed 
only consecutive interferograms, it may not suitable for 
extracting of interseismic deformation, and the effectiveness 
when including the deformation term is unclear. 

The previous findings highlight that tropospheric 
correction in InSAR measurements of interseismic 
deformation is still confronted with big challenges and suggest 
the need for continued research in this field. In this study, 
taking advantage of the dense temporal sampling of current 
SAR acquisitions (e.g., Sentinel-1), we propose an improved 
phase-based InSAR tropospheric correction method using the 
short time span (e.g., ≤ 60 days) interferograms. The principle 
of the method is described in Section II, which includes a 
preprocessing step to fix phase unwrapping errors. We 
evaluate the performance of the method using synthetic data 
and practical data in Sections III and IV respectively. We 
discuss potential factors may affect the efficiency of our 
method in Section V, as well as its advantages and limitations. 
Finally, we draw conclusions in Section VI. 

II. METHODOLOGY 
Since unwrapping errors in interferograms may be as 

dominant as tropospheric delays in interferometric phase and 
our proposed approach relies on interferometric phase 
analysis, we need to tackle any unwrapping errors present in 
the interferograms before estimating the tropospheric phases 
and conducting time series analysis. Therefore, to ensure the 
integrity of our tropospheric correction method, we will first 
briefly introduce a preprocessing procedure for fixing 
unwrapping errors (Section II-A) and then introduce in detail 
the methodology for estimating atmospheric delays using 
interferograms with short temporal baselines (Section II-B). 
The complete process flow chart of our method is illustrated in 
Fig. 1. 

A. Fixing Phase Unwrapping Errors Based on Phase Closure 
Information 

Phase unwrapping is a critical step to recover unambiguous 
phase values from the original phase information measured at 
modulo 2π rad. The unwrapped phase is expected to behave 
conservatively when calculating loop closure phase that   
∆ϕij

obs	+ ∆ϕjm
obs	-	 ∆ϕim

obs	= 0  [31], where  ∆ϕij
obs is the differential 

phase between epochs i and j. However, unwrapping errors 
with the absolute phase difference greater than π between two 
adjacent points can break the consistency of triplets of 
interferometric phases and result in a non-zero closure phase. 
Such errors are common in regions with dense vegetation 
and/or large contrast in topography relief, where active faults 
are prone to develop. Therefore, it is crucial to address 
potential unwrapping errors before applying phase-based 
tropospheric correction methods; otherwise, they will affect 
the tropospheric estimations and subsequent time series 
analysis. 
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Fig. 1. Flow chart of the proposed interferometric phase-based tropospheric estimation method. UE and APS stand for unwrapping error and atmospheric phase 
screen, respectively. 
 

One way to identify unwrapping errors is by visually 
inspecting each interferogram and then manually add an 
integer-cycle phase offset to the incorrectly unwrapped 
regions of pixels. However, this can be a time-consuming and 
labor-intensive process, especially when unwrapping errors 
occur in multiple interferograms in the same region. In such 
cases, it may be difficult to correct the errors manually, and 
the usual practice is by simply detecting/selecting 
interferograms or relevant pixels with unwrapping errors and 
discarding them directly [32-34]. This can result in a loss of 
connectivity in the interferogram network and a decrease in 
spatiotemporal resolution of the deformation map. To 
overcome this issue, automatic correction algorithms have 
been pursued [35], [36]. However, it is important to note that 
the mathematical equation that links unwrapping errors to the 
closure phase information in automatic algorithms can be ill-
posed and may not always have a unique solution. Automatic 

approaches are therefore more desirable for highly redundant 
networks of interferograms with rare unwrapping errors, while 
not common and highly challenging in interseismic studies. 

Unlike previous methods that solve the unwrapping errors 
using the manual method or automatic approach alone, we 
propose an approach to solve the problem by combining both. 
Initially, we manually correct unwrapping errors in 
interferograms. At this stage, we do not intend to correct all 
these errors but only focus on specific scenarios where only 
one interferogram of the triplet has such errors. This 
correction sets up favorable conditions for the subsequent 
automatic method, ensuring a unique solution to the maximum 
extent possible. We follow [35]’s idea of using the least 
absolute shrinkage and selection operator to do the automatic 
correction, but we apply a two-step procedure. First, we use 
loop closure phases (Loop phase dataset 1 in Fig. 1) calculated 
from short-period (e.g., ≤ 60 days) interferograms to estimate 
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unwrapping errors in these interferograms. Then, we use the 
long-period (e.g., 400 - 500 days) interferograms together with 
the unwrapping error-reduced short-period interferograms to 
calculate another set of closure phase loops (Loop phase 
dataset 2 in Fig. 1), which can provide strong constraints on 
unwrapping errors in the long-period interferograms. These 
interferograms are believed to have more phase contributions 
from interseismic deformation. 

B. Estimation of Atmospheric Delays From Short Temporal 
Baseline Interferograms 

At each pixel, the phase of a topography-removed InSAR 
interferogram with acquisitions at dates t1 and t2 can be 
expressed as: 
                ∆ϕ12

obs	= ∆ϕ12
defo	+	∆ϕ12

dry	+ ∆ϕ12
wet	+ ϕ12

noise                  (1) 
where ∆ϕ12

	defo  is the radar phase change due to surface 
deformation that occurs during the time period of two 
acquisitions at dates t1 and t2. ∆ϕ12

dry  is the hydrostatic 
tropospheric phase delay spatially correlated with topography, 
and ∆ϕ12

wet the turbulent tropospheric phase delay related to 
spatially varying water vapor content in the troposphere. ϕ12

noise 
is the noise term attributed to decorrelation caused by spatial-
temporal variabilities in scattering properties.  

Even though the elevation-dependent tropospheric delay 
could vary over large-scale areas, the simple linear function 
can still to the first order describe the spatial variability of the 
troposphere over an interferogram. Thus, for simplicity, in this 
study, we assume a single linear phase-elevation relationship 
to represent the hydrostatic tropospheric phase delay over an 
interferogram. The unmodeled heterogenous elevation-
dependent delay might be incorporated into the wet delay 
estimation. Previous studies showed the real turbulent 
tropospheric phase can also exhibit long wavelength behavior 
[37]. We include two parts in the parametric model to account 
for the turbulent phase: one accounts for the short wavelength 
wet delay and the other that accounts for the long wavelength 
wet delay. Thus, we further rewrite (1) as follows with the 
rationale rooted in the distinct spatiotemporal dependencies of 
these parameters:  
ϕ12
	obs	=	vt12	+	k2ℎ	-	k1ℎ	+	a2	-	a1+	b2𝑥	-	b1𝑥	+	c2𝑦	-	c1𝑦	+ϕ2

wet	-
																																																																								ϕ1

wet	+	ϕ12
noise           (2) 

where v is the deformation rate for the current pixel assumed 
to be constant throughout the observation interval. t12  is the 
time period between acquisitions 1 and 2 with the unit in 
years. ki   is the coefficient relating topography (h) to the 
absolute hydrostatic phase delays for the ith SAR acquisition. 
ai, bi and ci are the coefficients used to calculate the long 
wavelength wet delay for the ith SAR acquisition; x and y are 
the coordinates of pixels along the range and azimuth 
directions respectively. ϕi

wet represents the short wavelength 
wet delay at the ith epoch. The effect of decorrelation noises 
on the short-period (e.g., ≤ 60 days) interferograms (typically 
with good coherence) is relatively small when compared with 
long-period interferograms. They, if exist, can be also 

suppressed through spatial filtering or multi-looking during 
the formation of interferograms. Therefore, only short-period 
interferograms, typically assumed to be of high quality, are 
used in our method to estimate the tropospheric delays.  

Assuming we have a stack of N unwrapped interferograms 
d= [d1,d2,…,dN]T  produced from M scenes acquired at epochs 
of (t1,t2,…,tM) with P pixels that preserve coherence. For the 
deformation rate (i.e., v), each pixel has its own corresponding 
value, and thus there are total P deformation parameters 
needed to be solved, i.e., (v1,v2,…,vP). For the topography-
correlated tropospheric delays, each epoch has one parameter 
(i.e., k), and thus there are 1×M coefficients needed to be 
solved, i.e., (k1,k2,…,kM). For the short wavelength turbulent 
delays, there are M parameters per pixel (ϕ1

wet,ϕ2
wet,…,ϕM

wet), 
and totally P×M parameters needed to be solved, i.e., 
(ϕ1,1

wet,ϕ1,2
wet,…,ϕP,M

wet ). For the long wavelength turbulent delays, 
each epoch has three parameters (i.e., a, b and c), and thus 
there are 3×M aggregate coefficients needed to be solved, i.e., 
(a1,a2,…,aM), (b1,b2,…,bM) and (c1,c2,…,cM).The observation 
equation can be formulated as (3): 

             (3)                                                                      

where,  

    

 (4) 

                                                        

To obtain an optimal estimate of parameters, one can solve 
(3) directly. However, the number of parameters in (3) may 
reach millions or even more, depending on the scope of the 
study area and the size of grid cells provided. It may be 
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impractical or even unnecessary to solve for all these 
parameters in a single solution, as in [30]. Instead, we employ 
a two-step procedure to estimate these parameters and enhance 
computational efficiency. As indicated by (2), the relevant 
parameters associated with hydrostatic topography-correlated 
delay and long wavelength wet delay maintain the same values 
for each pixel within a given epoch. Consequently, in the first 
step, we use only InSAR observations at decimated pixels 
(e.g., decimated by a factor of 10 × 10 in range and azimuth 
directions) to estimate all parameters in (3) using the 
minimum norm approach as X	 = GT(GGT)-1b . We can 
compute the topography-correlated and long wavelength 
delays for all pixels in this step, but the estimations of the 
short wavelength delay and deformation rate are limited to the 
decimated pixels. In the second step, we subtract the 
topography-correlated and long wavelength delays estimated 
in the first step, and use the residual phases at all coherent 
pixels to estimate the deformation rate and short wavelength 
turbulent delay for each epoch. Finally, we obtain the total 
atmospheric phase screen for each epoch by summing the 
turbulent phase component and the stratified phase 
component. The estimated total phase delays on each epoch, 
synchronized in space and time with SAR acquisitions, are 
removed from the long-period interferograms utilized for time 
series analysis (Step 3 in Fig. 1).  

Occasional inconsistencies have been observed in the 
spatial coverage of the Sentinel-1 Terrain Observations with 
Progressive Scans (TOPS) SAR data [32], [38], particularly in 
the early stages of the mission. Consequently, some frames 
may have extended acquisition gaps in time (several months or 
more), leading to some SAR epochs (such as acquisitions 5 
and 6 in Fig. 1) not being connected by interferograms with a 
temporal baseline of smaller than the defined threshold 
(denoted as Bt_short) (e.g., Bt_short = 36 days). For this case, 
we prefer to use a relaxed temporal baseline threshold 
(denoted as Bt_short_relax) (e.g., Bt_short_relax = 60 days) 
and select relevant interferograms to avoid any unconnected 
acquisitions. It should be noted that we only select the one 
with the relatively shortest temporal baseline among the 
interferograms with temporal baseline ≤ Bt_short_relax. In an 
ideal scenario, we incorporate all interferograms with 
temporal baselines of ≤ Bt_short to solve for the parameters in 
(3) if SAR epochs have good connectivity (i.e., as case I 
shown in Fig. 1), so as to minimize any decorrelation noise. 

III. VALIDATION WITH SYNTHETIC DATA 

A. Synthetic Data 
To test the ability of our method in separating tectonic 

deformation from tropospheric noises, we conduct a series of 
analyses on synthetic data containing realistic tropospheric 
noise and a simulated deformation signal caused by fault-slip 
motion. We use the Toolbox for Reducing Atmospheric 
InSAR Noise (TRAIN) [7], [29] to simulate the tropospheric 
phases for 112 epochs of Sentinel-1 SAR images from 
ascending track 172 over the northeast Altyn Tagh fault in the 

north Tibetan Plateau, spanning from 04 April 2017 to 26 
March 2021, based on global weather data ERA5. From these 
epochs, we generate a total of ~1,050 interferograms, 
including ~630 ones with short temporal baselines (12 - 96 
days; Fig. S1) and ~420 ones with long temporal baselines 
(400 - 500 days; Fig. S2). We use the classical two-
dimensional elastic interseismic deformation model [39] to 
simulate the surface motions of the Altyn Tagh fault assuming 
a left-lateral strike-slip of 10 mm/yr from 10 km downward. 
The simulated deformation rates are projected onto the radar 
line-of-sight (LOS) direction based on the local incidence and 
azimuth angles of the SAR image. We calculate the phase 
component due to fault-slip motion for each interferogram by 
multiplying the simulated mean LOS velocity by their 
respective time periods (e.g., Fig. 2a2). We then sum these 
results with the corresponding atmospheric phases simulated 
above to obtain the final synthetic interferograms (e.g., Fig. 
2a1). We observe that the simulated tropospheric phases are 
large enough in magnitude to overwhelm the real deformation 
signal to a certain extent, which describes a more realistic 
scenario in InSAR studies of interseismic strain, and thus 
more conducive for us to evaluate the performance of our 
method. It is important to note that the synthetic 
interferograms did not contain any phase unwrapping errors, 
and the preprocessing procedure to fix unwrapping errors will 
be used in the real data in Section IV. 

To quantify the effectiveness of our method, in the 
following two subsections, we conduct a comparison between 
the tropospheric-corrected interferograms and the simulated 
true fault motion signals that were initially utilized to generate 
the synthetic interferograms. Additionally, we also compare 
our results with the outcomes from two other frequently 
employed phase-based correction methods: the empirical 
linear phase-elevation correction [4] and the common-scene-
stacking (CSS) method [40], [41]. 

B. Reduction in Phase Variability 
Fig. 2a1 presents an example synthetic interferogram with 

an initial standard deviation (STD) of ~7.61 rad. It is evident 
that the atmospheric signal, calculated from ERA5, consists of 
a positive LOS change with long wavelengths over high-
elevation regions and a negative LOS change with relatively 
long wavelengths over low-elevation regions. After making 
corrections using the three methods, the atmospheric noises 
have been reduced to varying degrees, with the STD of the 
interferogram decreasing to 3.63, 2.17, and 0.68 rad for the 
simple empirical method, the CSS, and our algorithm 
respectively. However, we observe that the empirical linear 
approach fails to describe the regional spatial variabilities of 
the atmospheric signals. This results in the corrected outcome 
significantly deviating from the true deformation in spatial 
pattern (Figs. 2b1 and 2b2). Although the CSS method appears 
to perform better than the empirical approach, it could only 
eliminate a portion of the tropospheric delays in the 
interferogram (Figs. 2c1 and 2c2). The existence of temporal 
correlated stratified tropospheric delays could violate the 
assumption of the CSS method, introducing residual 
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tropospheric noise to the rate map and thus degrading its 
performance. As expected, our method outperforms the other 
two methods by reducing the local phase variations with the 

lowest STD of 0.68 rad, owing to its ability to consider the 
spatial and temporal variabilities of the troposphere. 

 
Fig. 2. Tropospheric correction assessment with an example simulated interferogram (20170826-20181101). (a1) Simulated interferogram by combining the 
ERA5-derived tropospheric phase and the simulated deformation signals due to fault motion (a2). (a3) Regional elevation across the northeast Altyn Tagh fault. 
(b1) Tropospheric phase estimated from the empirical method. (b2) Corrected interferogram obtained by removing (b1) from (a1). (b3) Scatter plots of the 
simulated and recovered tectonic deformation. Note that phases in all panels are referenced to the reference window outlined in (a1).(c1-c3) Same as (b1-b3) but 
for the CSS method. (d1-d3) Same as (b1-b3) but for our proposed method. 

 
We further conduct a comprehensive analysis of the 

tropospheric correction by calculating of the fitting slope, 
correlation and root-mean-square (RMS) of the difference 
between the recovered and simulated tectonic deformation (as 
shown in Figs. 2b3, 2c3 and 2d3). We can see that our method 
achieves a slope of ~1, an intercept of ~0, a correlation of 
0.96, and an RMS of only 0.215 rad. In contrast, the respective 
indicators for the empirical linear method are 0.506, -0.612, 
0.10, and 3.764 rad; those for the CSS method are 2.556, 
0.251, 0.83, and 2.175 rad. An RMS value close to 0 and slope 
and correlation close to 1 indicate a small deviation between 
the recovered and the true deformation, thus implying a 
satisfactory correction of the atmospheric phase. The proposed 
method outperforms the phase elevation model and CSS 
method for the example interferogram. 

In addition to the example interferogram, we also examine 
the statistic results (in Fig. 3) for all long temporal baseline 
interferograms involved in the displacement time series 
analysis. From the empirical linear and the CSS methods, a 

certain portion of the interferograms still exhibit significant 
phase variability with a negative reduction in STD (Fig. 3a), 
meaning that additional noise was introduced during the 
corrections. Specifically, for the empirical linear method, only 
63% of the interferograms achieve a positive STD reduction 
(with just 26% experiencing a reduction greater than 0.5), so, 
this means that 37% of the interferograms were contaminated 
by additional noise (Fig. 3b). The CSS correction is more 
effective than the linear method, with 82% of the 
interferograms experiencing a positive STD reduction (with 
49% exhibiting a reduction greater than 0.5) (Fig. 3b). Visual 
inspection of individual interferograms suggests that the CSS 
method appears to be more accurate in predicting the 
spatiotemporal variability of tropospheric properties than the 
empirical method, although the magnitude may sometimes be 
incorrect. Overall, the proposed method achieves the best 
corrections, with ~95% of interferograms experiencing an 
STD reduction greater than 0.5 (Fig. 3b). 
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Fig. 3. Quality assessments of the atmospheric corrections on the simulated long-period (400 - 500 days) interferograms. (a) Scatter plots of the STD reductions 
of the interferograms after the corrections of the empirical method, the CSS, and the proposed method. (b) Histograms of the STD reductions for panel (a). (c) 
and (d) Same as (a) and (b) but for the slopes between the recovered tectonic deformation and the corresponding true values. (e) and (f) are same as (c) and (d) 
but for the correlations. 

 
From the aspect of slopes between the corrected and 

simulated deformation interferograms, we can see that the 
improvement is minor for both the linear method and the CSS 
approach, which still varies over a wide range (from -15 to 16) 
after the corrections (Figs. 3c and 3d). Negative slopes suggest 
an overestimation of tropospheric delays, whereas a value 
greater than 2 indicates an apparent underestimation. A slope 
close to 1 in general suggests a good correction. The statistics 
show that tropospheric delays in 40% and 25% of the 
interferograms have been overestimated (i.e., Slope < 0) by 
the linear method and the CSS approach respectively, with 
those being underestimated (i.e., Slope ≥ 2) accounting for 
36% and 51% respectively. However, our method improves 
the slopes of all interferograms, bringing them close to 1 after 
corrections (Figs. 3c and 3d), indicating that tropospheric 
noise is well resolved.  

From the aspect of correlation, we can see that the 
improvement is also minor for both the linear and the CSS 
approaches, which are randomly distributed between -1 and 1 
(Figs. 3e and 3f). Negative correlation values usually suggest 
an overestimation of tropospheric delays. The closer the 
correlation is to 1, the better the atmospheric correction. 
Similar to the analysis of fitting slope, the statistics on 
correlation also show that tropospheric delays in 40% and 
25% of the interferograms have been overestimated (i.e., 
Correlation < 0) by the linear method and the CSS approach 
respectively. In contrast, our method can lead to a notable 
increase in correlation, as the corrected results align well with 
the simulated fault motions with high correlations of 
approximately 1 (Figs. 3e and 3e).  

To summarize, our analysis of the RMS, fitting slope, and 

correlation prove that our method can well describe the 
spatiotemporal variabilities of tropospheric phase, as a 
consequence, providing high-quality interferograms almost 
free from tropospheric noise to support a reliable 
interpretation of tectonic motion. 

C. Reduction in Mean Velocity and Displacement Time Series 
Fluctuations 

In this section, we compare the mean velocities and 
displacement time series with and without the tropospheric 
corrections. To derive the average LOS deformation rate, we 
stack ~420 long temporal baseline (400 - 500 days) 
interferograms, with the results shown in Fig. 4. For the case 
without tropospheric correction, the average LOS rates exhibit 
similar spatial patterns to the true fault motion rates, but their 
magnitudes are almost twice as large (Fig. 4b1), especially to 
the south of the fault. This discrepancy might be related to 
temporal correlated topography-dependent atmospheric phases 
that cannot be eliminated during stacking. This explanation 
may also account for the relatively large deformation rate 
derived from the interferograms with the CSS corrections, as 
the temporal correlated topography-dependent atmospheric 
phases violate the assumption of the CSS (Fig. 4d1). In 
contrast, the mean velocities for the case with the empirical 
linear correction are closer to the true values, although their 
amplitudes are still slightly large (Fig. 4c1). This result 
suggests that the temporal correlated topography-dependent 
atmospheric phases are partially removed. In addition, the 
deformation rates results from the linear method show 
anomalous signals in the northwest region (Fig. 4c1). This 
may be attribute to spatially varying tropospheric noise that 
cannot be accounted for by the linear method. Fig. 4e1 
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demonstrates that our method estimates the atmospheric 
artifacts in interferograms well, as the mean LOS velocities 

from our method are consistent with the true rates in both 
amplitudes and spatial distributions.  

 
Fig. 4. Estimated mean LOS velocities. (a) Simulated mean LOS velocity due to fault motion. (b1) Mean LOS velocity inverted from interferograms without 
tropospheric correction, with the corresponding STD shown in (b2). (b3) Histogram of the velocity difference between (a) and (b1). (c1-c3)、(d1-d3) and (e1-e3) 
are same as (b1-b3) but corrected by the linear method, the CSS and our proposed method respectively. 

 
The mean values of the STD of the LOS velocities derived 

from our method, the CSS, and the linear method are 0.001, 
0.085, and 0.194 rad/yr respectively. These values are lower 
than the value of 0.209 rad/yr obtained without atmospheric 
corrections (Figs. 4b2, 4c2, 4d2 and 4e2). It should be noted 
that the phase measurements are referenced to a spatial 
reference window as specified, and that the STD of the LOS 
rate increase with the distance from the reference window, as 
the contribution of phase errors due to atmospheric and 
baseline errors increases. Even so, the RMS analysis at least 
suggests that our method outperforms the other involved 
methods.  

We also calculate the RMS of the difference between the 
true rate map and the rate map recovered using different 
tropospheric correction methods (Figs. 4b3, 4c3, 4d3 and 4e3). 
The results show that our method effectively recovers fault 
motion signals, with a mean velocity difference that follows a 
normal distribution and an RMS value of 0.20 rad/yr. This 
value is significantly lower than the value of 0.80 rad/yr 
derived without tropospheric correction. The corresponding 
statistics for the linear and the CSS methods are 0.34 and 0.78 
rad/yr respectively, which are larger than that of our method. 
These results clearly demonstrate that our method can robustly 
recover deformation even in the presence of strong 

atmospheric artifacts that are eight times the magnitude of the 
true deformation.   

To further assess the impact of tropospheric delay on 
deformation retrieval and quantify the performance of our 
method, we also compare the derived displacement time series 
with the actual ones at four example pixels. We use the small 
baseline subset (SBAS) method [23] to conduct the time series 
analysis without temporal constraints on the displacement 
behavior. For the case without tropospheric correction, the 
derived displacements time series exhibit apparent fluctuations 
and largely deviate from the true values (Fig. 5). In contrast, 
our method significantly reduces displacement fluctuations, 
facilitating a more accurate extraction of ground deformation 
trends. Taking P3 as an example, the RMS of the difference 
between the retrieved and true displacement time series 
decreases from 7.58 rad before correction to 0.34 rad after 
correction, with a 95% reduction in RMS. As for the other two 
methods, there are still apparent fluctuations in the recovered 
displacement time series, particularly for P3 and P4, located 
south of the Altyn Tagh fault. As analyzed before, this might 
be due to the fact that the temporal correlated topography-
dependent tropospheric noises are not adequately removed. 
Interestingly, we observe distinct variations in the amplitudes 
of the uncorrected displacement time series at P1-P4, located 
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in different regions of the study area. This suggests spatial 
heterogeneity of the tropospheric noises, which poses a great 
challenge to the application of the empirical linear method. In 
contrast, our method demonstrates good consistency between 

the retrieved and true time series, indicating its effectiveness 
in estimating the spatial pattern and amplitude of the 
tropospheric artifact, enabling a more precise interpretation of 
tectonic activities.   

 
Fig. 5. Displacement time-series at the example pixels with their locations shown in Fig. 4a. 

 

IV. APPLICATION TO THE EASTERNMOST ALTYN TAGH FAULT 
ZONE 

In this section, we apply our method to the easternmost 
Altyn Tagh fault in the northern Tibetan Plateau (Fig. 6) to 
further examine its performance in practical application. As 
the fault is located at the border between the low Tarim Basin 
and the high Tibetan Plateau (with a ~6,000 m topographic 
relief), tropospheric artifacts here can be strong enough to 
overwhelm the real interseismic deformation signals (see two 
example interferograms in Fig. 6). In addition, interseismic 
deformation here is expected to correlate with the regional 
topography in space. Therefore, this region provides an ideal 
place to test the effectiveness of the tropospheric correction 
method.  

A. Data Processing 
We collect radar images from the ascending track 172 of the 

Sentinel-1 satellite to map the kinematic responses of the 
Earth’s surface to the fault motion of the easternmost section 

of the Altyn Tagh fault. To ensure full spatial coverage of the 
study area, we concatenate single-look-complex (SLC) images 
from two frames (i.e., 1307 and 1312) on the track, and 
finally, create 112 concatenated SLC images spanning from 04 
April 2017 to 26 March 2021. We generate short-period 
interferograms with perpendicular baseline ≤ 100 m and 
temporal spanning ≤ 96 days (Fig. S1), and generate long-
period interferograms with perpendicular baseline ≤ 100 m 
and  temporal baseline between 400 and 500 days (Fig. S2). 
We adopt the Gamma software to process the SAR images 
into interferograms [42] and remove the topographic phase 
using the 30-m resolution Shuttle Radar Topography Mission 
digital elevation model [43]. We multi-look the original 
interferograms with 20 looks in range and 4 looks in azimuth 
directions. To reduce phase noise, we filter the interferograms 
twice using an adaptive filtering method [44] with a relatively 
small pixel window size of 32 × 32. Finally, we unwrap the 
interferogram phases [45] and geocode into the WGS84 
coordinate system. 
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Fig. 6. Two example real interferograms to assess the quality of tropospheric corrections. (a) The first row shows an example interferogram with a short period of 
12 days, along with the tropospheric delays estimated using different methods. The second row shows the corresponding interferograms after correction. (b) 
Same as (a), but for an example interferogram spanning a long period of 432 days. The standard deviations of the original interferogram and corresponding 
corrected ones are also labeled. 

 

B. Tropospheric Phase Estimation  
Based on the flow chart (Fig. 1), we first correct phase 

unwrapping errors in the real interferograms through a two-
step procedure according to Section II-A. After that, we 
estimate tropospheric phases for each scene using unwrapping 
error-reduced interferograms with temporal baselines of ≤ 60 
days (Fig. S1) and use these estimations to estimate and 
remove the tropospheric phases in all interferograms 
according to Section II-B. In addition to the linear and CSS 
corrections, to make a comprehensive comparison, we also 
correct interferograms using external data from ERA5  and 
GACOS [16-18] based on the TRAIN software [7], [29]. Two 
example interferograms with different temporal baselines are 
shown in Fig. 6, for convenience, we denote the example 
interferogram 20170826-20170907 as IFG 1 (short-period, 12 
days), and interferogram 20170826-20181101 as IFG 2 (long-
period, 432 days). For IFG 1, the STD is initially 5.10 rad, 
which decreases to 4.17, 0.44, 3.20, 3.65, and 0.12 rad after 
applying the linear, CSS, ERA5, GACOS, and our method 
respectively (Fig. 6a). As we can see from Fig. 6a, despite 
achieving STD reductions for all methods, apparent residuals 
(which are not expected for a short-period interferogram) are 
still present in the corrected results from the linear, CSS, 
ERA5, and GACOS methods, indicating these methods are 
less effective compared to our method. For the IFG 2, the STD 

decreases from an initial value of 5.40 rad to 2.46, 1.10, 2.92, 
3.78, and 1.28 rad respectively after applying the 
corresponding corrections (Fig. 6b). While the CSS correction 
appears to perform better than our method using only the STD 
metric, visual inspection of the interferogram suggests that 
none of the other methods can accurately reflect the sense of 
left-lateral strike-slip motion of the Altyn Tagh fault. 
Therefore, evidence from the two example interferograms 
indicates that our method is the most accurate for predicting 
either the spatial pattern or the amplitude of the tropospheric 
phases among the investigated methods. 

Except for the two example real interferograms, we look 
further at the relevant statistics for more interferograms. For 
the short-period (i.e., ≤ 60 days) interferograms with a total 
number of ~490, the scatter plots of the STD before and after 
the corrections (Fig. 7a) reveal that our method is the most 
effective, followed by the CSS approach, the GACOS model, 
the ERA5 model, and the empirical linear method. The 
statistics depicted in Fig. 7b reflect that after the corrections, 
100%, 75%, 4%, 4%, and less than 1% of the interferograms 
have STD values of smaller than 1 rad using the above five 
correction methods, respectively. Furthermore, 100%, 94%, 
29%, 22%, and 12% of the interferograms have achieved an 
STD reduction of great than 0.5 for the aforementioned five 
methods respectively, as illustrated in Figs. 7c and 7d. 
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Fig. 7. Quality assessments of the atmospheric corrections on the short-period (i.e., ≤ 60 days) interferograms for the Altyn Tagh fault. (a) Scatter plots of 
standard deviations of the interferograms before and after the tropospheric corrections using different methods, with their statistical distributions shown in (b). (c) 
and (d) Same as (a) and (b) but for standard deviation reductions respectively. 

 
For the long-period (i.e., 400 - 500 days) interferograms 

with a total number of ~420, the performances of the five 
correction methods are equivalent to those for the short-period 
interferograms (Fig. 8a), i.e., our method exhibits the best 
performance, followed by the CSS approach, the GACOS 
model, the ERA5 model, and the empirical linear method. 
According to the statistics presented in Fig. 8b, 100%, 61%, 
29%, 20%, and 17% of the interferograms have a STD of no 
more than 2 rad after the corrections respectively. Moreover, 
the above methods have resulted in a STD reduction of great 
than 0.5 for 85%, 57%, 31%, 24%, and 15% of 
interferograms, as illustrated in Figs. 8c and 8d. 

Interestingly, we find that the scatter plots of the STDs of 

the original interferograms and the STD reductions exhibit a 
logarithmic pattern (Figs. 7c and 8c). This means that the 
methods involved in this study, including our own, are 
particularly effective in correcting interferograms suffering 
from strong tropospheric delays. However, in cases where the 
tropospheric delays in the original interferograms vary 
smoothly in magnitude and space, corresponding to calm 
atmospheric conditions with relatively low initial STDs, the 
other four methods may occasionally yield an incorrect 
correction with negative STD reductions (Figs. 7 and 8). The 
improvement of InSAR deformation retrieval by our method 
could aid in the interpretation of strain accumulation and the 
assessment of earthquake hazard on faults. 
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Fig. 8. Same as Fig. 7 but for the quality assessments of atmospheric corrections on the long-period (400 - 500 days) interferograms for the Altyn Tagh fault. 

 

C. Displacement Time Series Analysis 
In this section, we validate our method further by 

performing a comparison of the InSAR LOS time series with 
an independent data set, namely GNSS measurements [46]. To 
obtain the InSAR LOS displacement time series at the GNSS 
stations, we conduct time series analysis on the long temporal 
radar interferograms (400 - 500 days) using the SBAS method 
[23], but with no temporal constraint on the displacement 
behavior. We collect continuous GNSS displacements 
spanning the time period of InSAR observations from the 
GNSS data product service platform of China Earthquake 
Administration. We project the three-dimensional GNSS 
displacement time series onto the LOS based on the local 
azimuth and incidence angles of the SAR image. Because 
there are only two continuous stations (i.e., GSDH and 
GSAX) available in the region (Fig. 9), to ensure a solid 
comparison, we calculate the relative GNSS and InSAR LOS 
displacement time series between the two available continuous 
sites respectively. We can see that the InSAR LOS 
displacement time series without tropospheric corrections 
(light green dots in Fig. 9) show significant fluctuations in 
magnitude. As analyzed before, although the linear method, 
CSS approach, ERA5, and GACOS corrections reduce 
tropospheric delays to some extent, the resulting time series 
still display apparent fluctuations and fail to reflect the true 
relative time series between the two stations. The InSAR LOS 
displacement time series from our method (red dots in Fig. 9) 
exhibit good agreement with the GNSS LOS time series in 

temporal behavior. The consistent shift between the GNSS and 
InSAR LOS time series may be caused by systematic error in 
GNSS and/or residual tropospheric and orbital errors in 
InSAR [38], [47]. 

 
Fig. 9. Comparison of InSAR LOS time series with three-dimensional GNSS 
time series projected into the LOS. Note that the main panel shows the relative 
LOS time series between two continuous stations GSDH and GSAX. The 
inset map shows the locations of both continuous and campaign GNSS 
stations. 
 

Aside from comparing relative displacement time series, we 
also compare the InSAR LOS rates and the GNSS LOS rates 
projected from the horizontal displacement fields of [46]. Note 
that these GNSS results are not from continuous stations but 

This article has been accepted for publication in IEEE Transactions on Geoscience and Remote Sensing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TGRS.2023.3296958

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Southern Methodist University. Downloaded on July 22,2023 at 03:32:04 UTC from IEEE Xplore.  Restrictions apply. 



13 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
instead from regular GNSS monitoring surveyed once every 2 
to 3 years. Additionally, for simplicity, we no longer analyze 
the InSAR LOS rates from the other methods as 
interferograms corrected by they still show significant 
variations. The InSAR LOS rates derived from our method 
reveal a clear strain gradient across the Altyn Tagh fault (Fig. 
10c). The InSAR and GNSS LOS rates is generally consistent, 
with an RMS fitting residual of 1.42 mm/yr and a mean 
absolute difference (MAD) of 1.04 mm/yr (Fig. 10d). 
However, we note that the InSAR LOS rates on the south side 
of the fault exceed those of the GNSS LOS rates. This 
discrepancy is more evident in the results without tropospheric 
correction (Figs. 10a and 10b), with an RMS fitting residual of 
2.23 mm/yr and an overall MAD of 2.01 mm/yr. We first 
exclude the reason that vertical deformation on the south of 
the Altyn Tagh fault was overlooked when projecting the 
GNSS displacements into the LOS. As previous studies, for 
example, [30] showed GNSS-measured vertical velocities in 
the region are mainly characterized by subsidence of no more 
than 2 mm/yr, while leveling data also demonstrated the 
subsidence is less than 0.3 mm/yr [48]. Therefore, the 
discrepancy between the InSAR LOS and GNSS LOS rates on 
the south side of the fault may not be due to vertical crustal 
motion, but rather the residual topography-correlated 
tropospheric artifact in interferograms, which are not corrected 
properly. For regions with strong stratified tropospheric 
noises, a preliminary tropospheric correction (such as 
GACOS) in combination with our method may be useful in 
improving the corrections of tropospheric delays, which will 
be further discussed in Section V-D. 

 
Fig. 10. Comparison of the estimated InSAR LOS mean velocities and the 
projected GNSS LOS velocities. (a) InSAR LOS mean velocity estimated 
from long-period (400 - 500 days) interferograms without the tropospheric 
correction, which has been tied to GNSS reference. Color-coded dots are the 
horizontal GNSS velocities projected onto the LOS direction. (b) Comparison 
between InSAR LOS and GNSS LOS displacements. Horizontal error bars 
represent the uncertainties of GNSS LOS velocities calculated from the 
uncertainties of GNSS horizontal velocities based on the law of error 
propagation, while we use the difference between InSAR LOS and GNSS 
LOS velocities to define the uncertainties of InSAR LOS velocities. The 
dashed red line is the one-to-one line for reference. (c-d and e-f) Same as (a-b) 
but for the mean velocities estimated from our method and a combination of 
the GACOS and our method respectively. 

V. DISCUSSION 

A. Importance of Considering the Deformation Term for Our 
Method 

Short-period interferograms are often used to map 
precipitable water vapors [37], and to derive tropospheric 
phases [21] due to their relatively higher percentage of pixels 
with high coherence. In these studies, the contribution of 
crustal deformation to phase is often assumed to be minor and 
ignored in modeling. However, at present, the impact of this 
practice on the estimation of relevant parameters remains 
unclear. Therefore, we conduct a test to examine whether the 
deformation term can be neglected when estimating the 
atmospheric phases using short temporal baseline 
interferograms.  

Fig. 11a shows that if we do not consider the deformation 
term (denoted as Model 1), the estimated tropospheric phases 
depend on the threshold of Bt_short obviously. The amplitude 
of the corrected interferogram phase decreases as Bt_short 
increases, especially when Bt_short ≤ 60 days. Interferograms 
with longer temporal baselines are expected to have more 
phase contributions from interseismic deformation. Naturally, 
if we ignore the deformation term, these phases will be 
mistakenly treated as atmospheric noise, leading to an 
overestimation of the tropospheric noise. After considering the 
deformation term (denoted as Model 2), the tropospheric 
estimations become stable in both spatial distribution and 
amplitude when Bt_short ≥ 60 days, as shown in Fig. 11b. 

We calculate the slope, correlation, and RMS of the 
difference between the recovered deformation and the true 
deformation with and without considering the deformation 
term. Their evolutions with Bt_short are then evaluated. The 
results are presented in Fig. 11c. In Model 1, it is evident that 
an increase in Bt_short results in a decrease in the slope, from 
0.4 to ~0.18. This observation implies that without accounting 
for the deformation term, the fault motion is increasingly 
underestimated, while the atmospheric delays are increasingly 
overestimated. Conversely, for Model 2, the slope increases 
with Bt_short and eventually reaches a convergence of ~0.9 
when Bt_short ≥ 60 days. The correlation for both Model 1 
and Model 2 increases with Bt_short and approaches a 
convergence of 0.96 when Bt_short ≥ 36 days. The RMS of 
Model 1 increases until Bt_short = 60 days, where it 
converges to ~0.85 rad. In contrast, the RMS of Model 2 
converges to a minimum value of 0.2 rad when Bt_short ≥ 36 
days. If phase contributions from fault motion are not 
considered, they will be wrongly regarded as atmospheric 
noises. This can result in the partial removal of true 
deformation signals during the tropospheric corrections, 
especially if they also correlate with the regional topography. 
This erroneous removal is quite common in the retrieval of 
tectonic motion across contrasting elevation regions, such as 
in the Altyn Tagh fault zone. Therefore, we conclude that 
phase contributions from the interseismic deformation cannot 
be ignored even if short-period interferograms are used to 
estimate tropospheric delays. 
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Fig. 11. An example simulated long-period interferogram (20170826-20181101) to evaluate the importance of considering the deformation rate during 
tropospheric estimations. (a) The first row shows the estimated tropospheric phase for the simulated interferogram in Fig. 2a1 with different thresholds of 
Bt_short, where the deformation term was not considered during this process (denoted as Model 1). The second row shows the corresponding corrected 
interferograms.(b) Same as (a) but with considering the deformation term when estimating the tropospheric phase (denoted as Model 2). (c) The fitting slope, 
correlation and RMS of the difference between the recovered deformation signal and the true one using Model 1 and Model 2. 
 

B. Impacts of the Threshold of Bt_short on the Tropospheric 
Corrections 

In this section, we examine the impacts of the selection of 
Bt_short on atmospheric corrections through the analysis of 
the slope, correlation, and RMS of the misfit difference 
between the recovered deformation signals and the simulated 
fault signals in long-period (400 - 500 days) interferograms. 
Fig. 12 shows that even though a larger Bt_short provides 
more observational data, its effect on atmospheric estimations 
is relatively insignificant as long as the deformation term (i.e., 
Model 2) is considered in the modeling. Our reasoning is 
asserted by the following observations. (i) No improvement is 
observed in the slopes and RMS for each interferogram when 
Bt_short ≥ 60 days, which converges to 1 and ~0.2 rad, 

respectively. The close to 1 slope and low RMS suggest that 
Model 2 provides a good description of the amplitude of the 
tropospheric noise (Figs. 12a and 12c). (ii) The correlation 
coefficient estimated for each interferogram converges to 0.92 
when Bt_short ≥ 60 days. The close to 1 correlation suggests 
that Model 2 provides a good description of the spatial 
variabilities of the tropospheric noise (Fig. 12b). Therefore, a 
larger Bt_short value may not be necessary for estimating 
atmospheric delays from the perspectives of calculation 
accuracy and computational efficiency. We recommend using 
a threshold of Bt_short equal to five times the SAR image 
revisit time, which allows for generating interferograms 
between each epoch and five consecutive epochs in both 
forward and backward in time. 

 
Fig. 12. Evaluation of the importance of considering the deformation rate and the effect of the selection of Bt_short on the performance of our tropospheric 
correction method. (a) Fitting slope, (b) correlation and (c) RMS of the difference between the synthetic fault motion signals and the recovered ones for long-
period (400 - 500 days) interferograms based on Model 1 and Model 2. Each line represents one interferogram, the corresponding mean values for the three 
indicators are highlighted by the thick lines. 
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C. Significance of Fixing Unwrapping Errors for the Phase-
based Tropospheric Corrections  

Instead of simply discarding interferograms and/or pixels 
that contain unwrapping errors, here, we demonstrate the 
significance of correcting such errors phase-based 
tropospheric correction methods using an example real 
interferogram. In Fig. 13a, unwrapping errors are clearly 
observed in two main regions as outlined by dashed pink 
polygons in a short-period interferogram. Fig. 13d shows the 
unwrapping errors estimated for the interferogram using our 
proposed flow chart, and Fig. 13e displays the corrected 
outcome. After the correction of the unwrapping errors, we 
notice that the 2π phase jumps across the original 
interferogram vanish. Our strategy of combining the manual 
and automatic correction methods can accurately estimate the 
phase unwrapping errors in interferograms, even when they 
overlap in space between interferograms, which is a tricky 
case for either method alone. 

To draw a comparison, we also adapt the conservative 
strategy to deal with unwrapping errors. To do this, we first 
compute the loop closure phases for all interferograms, 
followed by identifying the pixels that satisfy the criteria of 
|∆ϕij

obs + ∆ϕjm
obs	-  ∆ϕim

obs| ≥ 1 rad for each loop closure phase 
(these pixels are defined as “error” pixels that have been 
incorrectly unwrapped) [49]. We mark these pixels in each 
loop closure with a flag value of 1, and finally combine the 
flag matrices from all loop closure phases to create a mask file 
for the pixels where the sum of the flag elements exceeds 10% 
of the total number of closure loops. Fig. 13b shows the 
generated mask file. Although the threshold for creating the 
mask file is already low, the interferogram that has been 
masked for unwrapping errors still contains numerous voids 
(Fig. 13c). Even so, we find that there are still some 
unwrapping errors that were not eliminated (as outlined by the 
dashed pink polygon in Fig. 13c).  

 
Fig. 13. Importance of correcting unwrapping errors in the interferogram. (a) 
An example real short-period interferogram (20180902-20180926) with 
apparent unwrapping errors as outlined by the dashed pink polygons. (b) Mask 
file created from loop closure phase information. (c) Masked result of (a) with 
(b). (d) Estimated unwrapping errors for (a) based on our flow chart. (e) 
Result of (a) with the estimated unwrapping errors removed. 

In comparison to the conservative strategy, our proposed 
flow chart for addressing unwrapping errors has increased the 
number of effective pixels in an interferogram by 28% (Figs. 
13c and 13e). The resulted interferograms with high-density 
effective pixels are expected to provide robust constraints on 
tropospheric estimations. While we acknowledge that our 
combined method may be time-consuming due to the 
inclusion of a manual procedure, it is a more generalizable and 
effective approach that can be used to produce high spatial 
resolution maps of interseismic deformation, which is crucial 
for investigating fault slip behavior and assessing seismic 
hazard. 

D. Necessity of the Preliminary Tropospheric Error 
Correction for Our Method 

In Section IV-C, we have clarified that the disparities 
between the GNSS LOS and InSAR LOS rates in the south of 
the Altyn Tagh fault are likely not due to vertical land motion. 
Instead, we speculate that the residual tropospheric noise 
could be the cause. For areas with strong stratified 
tropospheric noise, a combination of a preliminary 
tropospheric correction and our method may help improve the 
tropospheric corrections. To confirm this, we conduct another 
experiment where we use GACOS to correct the 
interferograms preliminarily, followed by our method to 
further mitigate residual tropospheric phases. We refer to this 
procedure as the combined method. While the individual 
short-period interferograms and displacement time series did 
not exhibit significant improvement compared to our method 
(Figs. 6 and 7), the combined method reduces the STD of the 
long-period interferograms (Figs. 6 and 8) and results in 
spatially smooth mean LOS rates (Fig. 10e). Additionally, the 
fitting residuals of the mean LOS rates improved significantly, 
particularly for stations located south of the fault (Fig. 10f). 
After the correction using the combined method, the overall 
RMS misfit difference decreases from 1.42 of our method to 
0.80 mm/yr, and the MAD from 1.04 of our method to 0.57 
mm/yr. Therefore, when interseismic deformation and 
tropospheric phases are both coupled with the regional 
topography in space, aiming for better mitigation of the 
complex tropospheric artifacts, we recommend conducting a 
preliminary correction, such as the one based on GACOS. The 
integration of two or more independent data/methods is 
expected to be more robust than using a single data/method 
[6]. 

E. Advantages and Limitations of Our Tropospheric 
Estimation Method 

The tremendous development of InSAR missions in recent 
years has enabled us to study low-rate interseismic 
deformation using longer time series and over greater spatial 
scales. Particularly, the frequent and regular SAR 
measurements, provided by the current Sentinel-1satellites and 
upcoming satellites like NISAR, allow us to form a wealth of 
short-period interferograms. Based on these high-quality 
observations, our tropospheric correction method enables the 
community to estimate the tropospheric phases synchronously 
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with SAR acquisitions in the temporal and spatial sampling. 
This can help highlight the low-rate interseismic signals 
hidden in the noisy interferograms. Different from the weather 
model-based and the other phase-based correction approaches, 
our method can better consider the variable statistical 
properties of the troposphere across an interferogram with a 
good description of the turbulent component. Our method can 
also prevent overestimation of the tropospheric phases when 
tectonic signals and tropospheric artifacts are both correlated 
with the topography. Our approach is therefore suitable for 
detecting interseismic displacements in cases where 
tropospheric phase dominates the interferograms. 

We should acknowledge that our tropospheric estimation 
method is primarily oriented to the retrieval of interseismic 
deformation, as we assume a steady deformation rate for each 
pixel when solving for atmospheric delays. It may not be 
suitable for detecting non-steady deformation characterized by 
transient pulses such as those caused by fault creeping [49], 
[50], volcanic [51], and anthropological activities [52], [53]. 
In addition, we simply use equal weighting for all 
observations in the modeling, which may affect tropospheric 
estimates when there are significant variations between the 
observations [36], [54]. Note that phase components from the 
digital elevation model errors and other sources of noise may 
also affect the tropospheric estimations. Our method could be 
potentially enhanced if it further considers: (i) a time-varying 
strain model, and (ii) the different weight ratios among the 
observations. These need further studies in the future. 

VI. CONCLUSIONS 
In this study, we develop a novel phase-based InSAR 

tropospheric estimation method for the retrieval of 
interseismic deformation using high-quality short-period 
interferograms. Our method considers a steady linear 
deformation rate in the model to avoid overestimation of 
atmospheric phases when tectonic signals of interest are 
correlated with topography. We validate the performance of 
the proposed method using both synthetic and practical data 
and have the following findings:  

 1. The method can produce atmospheric phase estimates 
that are synchronized with SAR acquisitions in both temporal 
and spatial samplings, and thus enabling effective correction 
of tropospheric delays.  

2. The phase contributions from the interseismic 
deformation cannot be ignored even if short-period 
interferograms are used to estimate tropospheric delays. 

3. A threshold of Bt_short equal to five times the SAR 
image revisit time is recommended for our method when 
estimating the tropospheric delays. 

4. Our preprocessing procedure for fixing unwrapping 
errors is important for the phase-based tropospheric correction 
method, leading to an apparent increase in the number of 
effective pixels in the interferogram.  

5. In cases where tectonic deformation is strongly correlated 
with the topography, we recommend a combination of an 
initial tropospheric correction and our method to improve the 

corrections further.  
One of the notable advantages of our method is that it does 

not require any external data, making it a potential real-time 
tropospheric correction tool, which is becoming increasingly 
important for automatic data processing for large-scale high-
resolution tectonic velocity mapping. 

APPENDIX A: SPATIAL AND TEMPORAL BASELINES OF 
INTERFEROGRAM NETWORKS 

 
Fig. S1. Plots of spatial and temporal baselines for the short-period (12 – 96 
days) interferograms from the descending track 172. Each blue dot represents 
one SAR acquisition and each line one interferogram.  
 

 
Fig. S2. Same as Fig. S1, but for the long-period (400 –500 days) 
interferograms. 
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